
JOURNAL OF PLATFORM TECHNOLOGY   VOL. 9, NO. 1, MARCH 2021 3 
 

 

 

Q Learning MDP Approach to Mitigate Jamming Attack 

Using Stochastic Game Theory Modelling With WQLA in 

Cognitive Radio Networks 

 

 
1*S.Vimal, 2Y. Harold Robinson,3M.Kaliappan,4Subbulakshmi Pasupathi and 5A.Suresh 

 

 

Abstract 
Cognitive Radio network (CR) is a promising paradigm that helps the unlicensed user (Secondary 

User) to analyse the spectrum and coordinate the spectrum access to support the creation of common 

control channel (CCC). The cooperation of secondary users and broadcasting between them is done 

through transmitting messages in CCC. In case, if the control channels may get jammed and it may 

directly degrade the network’s performance and under such scenario jammers will devastate the 

control channels. Hopping sequences may be one of the predominant approaches and it may be used to 

fight against this problem to confront jammer. The jamming attack can be alleviated using one of the 

game modelling approach and in this proposed scheme stochastic games has been analysed with more 

single users to provide the flexible control channels against intrusive attacks by mentioning the states 

of each player, strategies ,actions and players reward. The proposed work uses a modern player action 

and better strategic view on game theoretic modelling is stochastic game theory has been taken in to 

consideration and applied to prevent the jamming attack in CR network. The selection of decision is 

based on Q learning approach to mitigate the jamming nodes using the optimal MDP decision process 
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Ⅰ. INTRODUCTION 
 

The preliminary focus of CR network makes the agents acting as primary users to monitor 

assignment of unutilised spectrum and dynamic access from licensed band in wireless networks. The 

CR network technology being a widespread technology enhances the network usage and makes the 

inefficient access of the spectrum to be properly utilised in the network. Moreover, in addition to 

various vulnerabilities, the CR network is susceptible towards various network breach activity 

performed by threats. Spectrum efficiency is a major factor to consider the utilisation in dynamic acces. 

Spectrum management is comprised to be of four functions such as Sensing, Decision, Mobility and 

Sharing. Secondary users communicate heterogeneously towards with one another Thestochastic game 

theory approach controls the jamming attack in the common control channel and share the control 

messages [20]. These control messages has the ability to provide responsible, access and sharing of 

channel, identifying neighbours and spectrum management. To analyse and fulfill these errands a 

distributed common control channel is needed to start the action for every SU. The most 

comprehensive attack happening in the physical layer is jamming attack which predominantly happens 

at physical layer and it should be counteracted immediately. Game theory approach is a mathematical 

modelling that helps us to analyse the interaction among logical players, and creates the ability to apply 

the strategy to a single player or user and between multiple users in a multilevel hierarchy to predict the 

activity or event undergoing in networks. 

The stochastic game is proposed to be modelled between unlicensed SU and intruders. For reliable 

and efficient broadcasting and data communication in cognitive radio networks spectrum allocation is 

done using multiple channels based on the usage monitoring and to transmit control messages from 

various instances of time according to jammer strategy. Secondary users can predict the jamming 

attack by hopping among the multi-access channels and grouping of networks [1][2]. 

 

 

Fig1:Proposed Model 

 

Fig 1 represents the transmission of data in presence of jammer and absence of jammer. Primary user 

can send the data to common control channel and by using this data get transferred to secondary user. 

Suppose if any attackers happen to attack the data between the common control channel and secondary 

user at this time using WQLA and stochastic game theory the attack is prevented. [3] 

 

 

Ⅱ. SYSTEM MODELS 
 

The proposed system model includes a cluster of PUs, CRN, SUs, jammer and the timing limitations 

is considered to be slot and variant in nature. 
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2.1. Formation of CRN 

In cognitive radio network(CRN), due to the non availability of predetermined and channelized 

structure, whereas the Secondary User heterogeneously cooperate  and collide with each other and 

shares control messages where each links between the nodes implemented using different 

communication technology. These messages have played a vital role for gaining channel access, 

identifying neighbours and spectrum management. In proportion to meet this responsibility [4], 

Common Control Channels (CCC) should be available and accessible for each secondary user. 

The jamming nodes in CCC are best analysed with Qlearning approach, it determines the state 

transition decisions to bridge the communication more efficiently.The optimal decision is estimated 

with the state space analysis of each and every individual. It handles the decision of states with 

stochastic rules and the jamming is analysed based on the reward function based on Markov Decision 

Process (MDP)[5]. 

 

2.2 Spectrum management 

Nodes in the CRN can be communicated to pass over the control messages through spectrum 

functionality which comprises of four stages. A cognitive radio makes decisions on real time sensing 

on the band to be chosen during transmission phase. In Next stage, the unused frequencies in allocated 

band have been detected for the primary user at that particular time. After that, the primary user will 

gain access to the band and secondary have to vacate or lower the power on that band. At last, the idle 

frequencies can be optimized to minimize the collision among the secondary users.[6] 

 

2.3. Deployment of jammer in network  

As the primary and secondary users are in same channel, the performance maximization for both 

cannot be attained. The jammer or the secondary user tries to degrade the performance of primary so 

separate channels have been formed for them [7].Primary on one channel will communicate through 

spectrum to the secondary on another channel. In case of jammer, the interference takes place in its 

channel and the primary performance will not be decreased[8]. 

 

2.4. Attack Avoidance using stochastic model 

Secondary users will select the channel from set of channels to transmit the data based on the 

available frequency or idle frequencies and neighbour information is obtained through the common 

synchronization parameter which will be used later to broadcast for updating the primary and 

secondary users[9]. 

 

 

Ⅲ. STOCHASTIC GAME 
 

A compromising game theoretic approach is multiagentmarkov decision process(MMDP) in which 

the actions can be determined by the agents. The proposed scheme consists of M stages and N stages. 

At every stage, the state of the game is specified and the agents predict the actions, strategy chosen by 

different players, hence the player reward may be calculated on the current state of action. In that 

proportion the game moves on to next stage and the action repeats[10]. In the stochastic model,the 

maximum number of distributed players are analysed with their actions and the cost function is 

performed for the effective analysis[11]. Therefore, the stochastic game is designed as

NN
JRTAgSJ

....1....1
,,,,  [12] in which the elements are as follows. 

i. Jamming Agent’s State: In the proposed metrics jammer does not alter player actions and 

allocation of strategy based on the prevailing conditions. In this stochastic game agents acts as SUs to 

create CCCs and fight towards the jammer[13]. 

Jamming Agents are modelled as 

 

 KSSSSJ .......,, 321
  (1) 
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ii. State Space: Jamming Agents has a separate state space (JSS) and comprises of 3 sections:  

PU’s states: Agents acting as SUs choose the player actions in a mentioned time slot of k th time slot 

and assumed to be mostly aware of the PU’s states and based on the analysis of  PU’s state it has been 

defined with  

 

 k

n

kkK

P jsjsjsJS ,....,, 21
(2) 

 

Where 
 1,0k

ijs
 shows the ith Primary User availability denoting in the series of k th time slot. 

Henceforth each Primary User acts independently then Primary User’s has a state space player size of 

2𝑛 

 

nP JSxxJSJSJS .....21
(3) 

 

b) Slot count for Action: Based on time sensitivity the jammers identifies that common control 

channel is raising and hence the SU gathers the information that how much slots are succeeded in a set 

of channels to serve the CCC.[5].This set of channel is denoted by 𝑣𝑡  and it varies from 0 to ∞. This 

prediction enables secondary users to jump to another hop before the another group of channels spots 

by jammer to attack CCC.Hence the slot count has been fixed to be 𝑣𝑡  and it estimates the value till 

𝑣𝑚𝑎𝑥 . It has specified that𝑣𝑡 ∈ 𝑉 = {0,1,2,3, … , 𝑣𝑚𝑎𝑥}. It is noteworthy to be mentioned that 𝑤𝑡 =0 

denotes the time that jammer spotted secondary user common channel. [14] 

c)predicting action of Jamming agent:  The stochastic game with its state space is assumed to be of 

the agent’s memory[15]. The Secondary Users uses the previous existing jammer agent memory to 

predict the action of agent. The agent’s previous action  from the memory is denoted as  𝑎𝑡−1, jamming 

agent’s is defined by 

 

),,( 1 ttK

P

K vaJSJ   (4) 

 

 iii. Jamming Agents Action and metrics: Each of the Secondary User in each distributed timing 

parameter slot can choose the best channel allocation from 𝑁𝑠 channel and also idle channels in the 

corresponding network is identified with in the network[16].The action of each of the primary user slot 

in maximum allocated channels is estimated with the number of SUs actions. The action of state space 

in the agents 

 

  NtAgAgAgAg n

tttt  )2(),.....,2(),1(
(5) 

 

In (5), 𝐽𝐴𝑡(i) mentions the determined space state of user in the t th agent with its action playing in 

the I th role of idle Primary user state space based on the agent metrics and the primary user size can be 

computed by 
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 (6) 

 

where𝐶(𝑗𝑠𝑝) specifies the total average of primary channels which is idle in j𝑠𝑝th Primary User 

current space action state and it has been denoted with  W(s)=min(Ns,C(s)) [17].The current scenario 

in the state space shows that no primary user is subject to be active  and no predetermined actions in 

the state setup space[18].The primary state space is denoted by 𝐴0 and the predicted size is ∑ (𝑛
𝑖
)𝑛

𝑖=0  

Subsequently the state space of the proposed game’s can be defined as  
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and its space size can be estimated as 
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It is measured to keep track of  𝑣𝑡  and the same player action being used increases agents state 

action space size and the Secondary Users cooperation is assumed to be of in a coordinal ratio after the 

state space representation. 

iv. Shifting Probability: Based on the individual players action role Primary users activity from 

actions n variation and it is to be analysed with probability of state transition rule[19]. 

v. Reward function of Jamming Agents: The reward function for the SU agents will be provoked 

with the aim of SU to battle against the masquerade and to increase the network performance in sharing 

the CCC messages between SU and agents[20]. This predominal increase may happen at the 

neighbourhood limit and it may lead to increase in reward function at CCC.Infavour of Secondary user 

to have a efficient performance to prelude the jammer and sensing report from CCC, it should develop 

a possible report of state space to increase the reward function[21]. If jammer finds all of the 

CCC,Secondary users are assumed to be of increase the cost of the reward function [22].The changes 

happening in the action may incur a sufficient loss in SU state flow and the cost is also assumed to be 

of low with the reward function specified to be of 
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Where 𝐵𝑘,𝐶𝑘,𝑖 and H signifies the total mean average of distributed neighbors of kth user, count of 

Common Control Channels between kth and ith agent nodes and cost of hopping action 

respectively[23]. 

 

 

Ⅳ. Q learning Algorithm: 
 

The objective of the RL model is to observe behaviour of neighbour nodes by predicting the time 

series analysis between the trustable nodes besides in the jamming area and Q learning algorithm is 

identified as an optimal solution for the jamming intervention. This proposed approach impacts the 

dynamic approach of the jamming nodes characteristics to analyse the jammed nodes.  

Q-Learning is a structure free algorithm which helps to find an optimal action-selection policy for 

any given decision process. It activates the agent to learn the operating environment in an interactive 

manner. This proposed RL is embedded in SUs which comprises of three paradigms approach such 

asevent state, parametric action and recognisedreward. Events represent the situations or agents that are 

affecting the optimal decision. Since jamming node can affect the factors of the operating environment 

which leads to an agent to make wrong decisions and grovers algorithm may be a wide spread 

algorithm to analyse this concern too. Reward represents the profit of an agent in each state /action. 

Action represents the move taken by the agent in order to increase reward for each SU. Here State 

𝑆𝑇𝑖∈𝐽,𝛿
𝑗

𝜖𝑆𝑇 represents the status value of a neighbour node i𝜖𝐼, in the environment where I refers 

the set of neighbour nodes of node j, the action 𝑎𝑐𝑡∈𝑇,𝑡
𝑗

𝜖𝑎𝑐 represents which neighbour node (t) to 

be selected by the source node (j) in each state and reward 𝑟𝑤𝑝∈𝑃,𝛿
𝑗

(𝑎𝑐𝑡∈𝑇,𝛿
𝑗

) = 1 shows that in 

the action act  jamming nodes are absent in the operating environment where as negative reward value 
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intimates that jamming nodes are there in the environment. Q-values of State/action pair 

i.e.𝑄𝛿 (𝑆𝑇𝛿 , 𝑎𝑐𝛿 ) will be estimated through Q-learning algorithm. At action 𝑎𝑐𝛿  and time 𝛿 +
1  intermediate rewards  𝑄𝛿+1 (𝑆𝑇𝛿+1, 𝑎𝑐𝛿+1 )  are received for any state/action pair. The 

future/discounted reward can be represented as ¥𝑚𝑎𝑥𝑎𝑐∈𝐴𝐶  𝑄𝛿 (𝑆𝑇𝛿+1, 𝑎𝑐) for agent at time 

𝛿 + 1, 𝛿 + 2, … … this value will get updated in the Q-table. 

The information about situation/event pairs and the future and present rewards are represented in a 

two dimensional matrix│ST│× │ac│. The agent decides to take an action with the optimal value 

𝝳* .While taking any action if agents get any positive reward then the Q-value gets increased. So, to 

maximize the collective reward (C 𝝳*) of all agents, the Q-value is given below.  

C 𝝳* (𝑆𝑇𝛿 ) = 𝑚𝑎𝑥𝑎𝑐∈𝐴𝐶  𝑄𝛿 (𝑆𝑇𝛿 , 𝑎𝑐) 

Optimal can be given as, 𝝳*(𝑆𝑇𝛿 ) = 𝑎𝑟𝑔𝑚𝑎𝑥𝑎𝑐∈𝐴𝐶  𝑄𝛿 (𝑆𝑇𝛿 , 𝑎𝑐) 

 

4.1Algorithm: 

a) Examine present running state of agent 𝑆𝑇𝛿 . 
b) Verify the type of i whether it is exploitation or exploration. 

c) Choose the best action depends on the result of i, calculate the collective reward for the 

agent. 

d) Select action 𝑎𝑐𝛿 . 

e) Collect the reward for the state ST in time 𝛿 + 1 in action 𝑎𝑐𝛿 , 𝑟𝑤𝛿+1(𝑆𝑇𝛿+1 ). 

 

 

Ⅴ. WOLF Q learning Algorithm 
 

Initialise the parameters to executeWoLF Q learning algorithm.At each initial stage Secondary users 

approach their strategy with N channels in CCC and the action is being utilised with the help of MA 

protocols[24].SU selects their neighbour in the network and transmit the control packets through 

broadcasting within the network, it estimates the reward of the network. The strategy may be unique in 

nature in each of the SU in the network, actions are also being analysed with the efforts of the channel 

to estimate the control information to be utilised among the practisioned usage parameters[25][26]. The 

primary user state can be analysed with the secondary users game action and the repository may be 

included from the cost of reward function[27].In Fig 4 and Fig 5 the value of (v) is estimated and 

secondary users predict the game state of action and update the Q values. Learning rate from Q values 

is computed and SUs update their player strategies based on the reward function[28][29].  

 

5.1Algorithm:  

1. Initialize the metrics 

(a) Assume the initial learning rate as α ,𝛿𝑤, 𝛿𝐼 , and discount factor of the learning to be β and ε 

(b) Let time slot t = 0 

(c) For all s ∈ S, 𝑎1 ∈ 𝐴1, 𝑎2 ∈ 𝐴2, … , 𝑎𝑛 ∈ 𝐴𝑛 

Let    𝒬𝑜
𝑡 (𝑠, 𝑎1, 𝑎2, … , 𝑎𝑛) = 0 

𝜋𝑜
𝑖 (𝑠, 𝑎𝑖) =

1

|𝐴𝑖|
 ,    𝜋𝑜

𝑖 (𝑠, 𝑎𝑖) =
1

|𝐴𝑖|
  , 

𝐶𝑖( s ) =0 

(d) Initialize 𝑠0 

(e)select action 𝑎1, 𝑎2, … , 𝑎𝑛based on distributed probability[13] π (s,a ) with space transition  in 

state 𝑠0 

2. Loop 

(a) Execute action 𝑎1, 𝑎2, … , 𝑎𝑛  in state 𝑠𝑡 

(b)Examine event reward (𝑟𝑡
1, … . , 𝑟𝑡

𝑛) and updated state  𝑠𝑡+1 
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(c) Estimate the values of  Q  using the WOLF rule having values  i=1,2,…,n 

𝒬𝑡+1
𝑖 (s,𝑎1,…,𝑎𝑛)=(1-𝛼)𝒬𝑡

𝑖(s,𝑎⃗) +𝛼[𝑟𝑡
𝑖+𝛽.∏ 𝜋𝑖𝑛

𝑖=1 *(𝑠𝑡+1, 𝑎𝑖),𝑄𝑡
𝑖(𝑠𝑡+1, 𝑎⃗)] 

(d) Examine mean policy 𝜋
𝑖
 for all values of  i=1,2,….,n 

𝐶𝑖(s)=𝐶𝑖(s)+1∀𝑎′ ∈ 𝐴𝑖,𝜋
𝑖
 (𝑠, 𝑎′)=𝜋

𝑖(𝑠, 𝑎′) +  
𝜋

𝑖
(𝑠,𝑎′)−𝜋

𝑖
(𝑠,𝑎′)

𝐶𝑖  ( s )
 

(d) Update 𝜋𝑖(s,a) and 𝛿 

(e) Predict the next action for the subsequent new states 𝑠𝑡+1 for all 𝜋𝑖(s,a) 

3. Loop end 

4. SIMULATION AND NUMERICAL RESULTS 

The simulations has been performed based on the proposed game and WOLF Q learning .The value 

of H representing the distribute neighbour information is assumed to be of small and hence it has been 

encouraged to jump over various hopping to new actions and the channels in CCC will be decreased 

automatically as shown in fig 2[30]. When the value of H increases, secondary users are subject to alter 

the player action,strategies and jammer absorbs the data in CCC and blocks the contents in CCC[31]. 

The assignment of value H has been fixed in metrics to analyze and predict the outcomes using WoLF 

Q learning algorithm and it has been defined with α = Number of active CCC Links / Total number of 

CCC Links [32][33]. The study metrics focuses on the jammer indication in the CCC and most of the 

PU are assumed to be non idle throughout the process.[34][35]. 

 

 
Fig 2: Estimation of Non Jammer network with JRCC and proposed Algorithm  

 

 
Fig 3:Estimation of Jammer network with JRCC and proposed Algorithm  
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Fig 4: Proposed Algorithm’s Performance for various Jamming attack 

 

 
Fig 5:Analysis of Network Lifetime 

 

 
Fig 6: Analysis of Energy Consumption Level 
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Fig 7: Performance of Average Delay vs Speed 

 

 

Ⅵ. CONCLUSION: 
 

In this proposed approach, the security in CRN to prelude the jamming attack has been rectified 

using stochastic game approach[36]. The proposed algorithm, the action prediction to the same state 

space, the time slot and reward function cost effectiveness is predicted using the neighbour SU, it 

reduces the attacks more efficiently too[37].JRCC and WOLF Q learning algorithm outlines the 

jammer control to be neutralised and error free transmission in CCC. In Fig 6 and Fig 7, the energy 

consumption level and delay spread are being measured using the above algorithm [38][39]. The Q 

learning approach supports the stochastic game modelling to enhance in a way of state prediction for 

SU to make a optimal decision in the state space prediction[40]. 
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