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Abstract : We propose a novel, highly accurate approximate multiplier using different types of inexact 4-2

compressors. The importance of low hardware costs leads us to develop approximate multiplication for error-resilient

applications. Several rules are developed when selecting a topology for designing the proposed multiplier. Our highly

accurate multiplier design considers the different error characteristics of adopted compressors, which achieves a good

error distribution, including a low relative error of 0.02% in the 8-bit multiplication. Our analysis shows that the

proposed multiplier significantly reduces power consumption and area by 45% and 26%, compared with the exact

multiplier. Notably, a trade-off relationship between error characteristics and hardware costs can be achieved when

considering those of existing highly accurate approximate multipliers. In the image blending, edge detection and image

sharpening applications, the proposed 8-bit approximate multiplier shows better performance in terms of image quality

metrics compared with other highly accurate approximate multipliers.
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Ⅰ. Introduction

Growing demands in mobile and embedded applications

have driven the need for implementations with low power

consumption and hardware costs. Approximate computing

has emerged to meet the need for low-cost

implementations [1]. In the last years, several approximate

multipliers using inexact compressors and have been

proposed. When replacing exact compressors with inexact

ones in a multiplier design, mulitiplier outputs are

erroneous at the cost of simplifying the multiplier design.

Thus, the approximate multipliers adopting inexact

compressors cannot avoid a loss of accuracy.

Nevertheless, applications that tolerate some degree of

error can accept the approximate multiplication outputs.

One of the error-resilient applications can be image

processing in that erroneous outputs may not go beyond

the limits of human perceptions. For example, the

convolution adopts convolutional filters computing the

sum of the products, so a lot of multiplication operations

are required. The error neutralization may happen when

negative and positive errors are summated. Therefore,

approximate multiplication can be an efficient option for

the convolution along with reducing hardware costs. In

the image blending, each pixel in the same location is

approximately multiplied, which could not be out of

bounds in human perceptions when noises are acceptable.

However, several approximate multipliers using inexact

compressors do not show good error-resilient

characteristics considering bad image processing results.

As can be expected, the greater the hardware cost

reduction, the lower the accuracy in general. An

approximate multiplier for a target application can be

selected by considering the trade-off relationship. In this

paper, the highly accurate approximate multiplier is

proposed to provide good output image qualities.

We present a novel approximate multiplier using two

kinds of inexact 4-2 compressors with low error

probabilities. The two inexact 4-2 compressors have

different biased error characteristics. We employed these

compressors to maximize the neutralization of negative

and positive errors in each compressor, making the sum

of the error biases on both sides close to zero. It is noted

that both different types of compressors share an

error-prone condition so that the design rule configures
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Fig. 1. Exact 4-2 compressors.

the topology in a way that reduces the error occurrence

considering the different probability of each operand

value. Notably, the relative error is significantly reduced

by adjusting the topology. Our analysis shows that the

proposed multiplier reduces hardware area costs by 26.1%

and power consumptions by 27.0%, compared to the exact

multiplier while keeping high accuracy. Besides, the

proposed design shows good trade-off relationship

between the accuracy and hardware cost. Due to its high

accuracy, the image blending, edge detection and image

sharpening results using the proposed multiplier show

negligible difference from those using the exact multiplier.

Ⅱ. Related Works

1. Exact Compressor

Compressors are used to take multiple inputs and

express the sum of them in fewer outputs. For example,

-2 compressor outputs the sum of  inputs as 2 output

bits. The full adder can be viewed as a 3-2 compressor.

The conventional multipliers using the carry-save unit

adopt only full and half adders, which proceed with the

partial product reduction [2, 3].

While 3-2 compressions using full adders need 5 steps

in 8-bit multiplication, it is known that 4-2 compression

can reduce the number of steps in partial product

reductions with efficient hardware costs. The 4-2

compressor can have 4-bit input and 2-bit output.

Approximate multipliers using inexact 4-2 compressors

requires only 3 steps to produce final multiplication

outputs. Exact 4-2 compressor uses two full adders in

Fig. 1 [4].

2. Inexact 4-2 Compressors and Partial Product Reductions

Unlike exact 4-2 compressors, inexact 4-2 compressors

have only 4-bit input,  and 2-bit output

denoted as Carry and Sum. In all inexact 4-2 compressors,

Fig. 2. Truth tables of inexact 4-2 compressors.

Fig. 3. Probability table for 4-bit inputs.

a negative error cannot be avoided when

  , because 2 bits cannot represent the

value of . Besides, an inexact 4-2 compressor has

error entries depending on its truth table. Nevertheless,

inexact 4-2 compressors can be attractive because of

their low hardware costs.

Inexact 4-2 compressors in [5-7], and [8] are denoted

as Momeni, Akbari2, Ha and Yang2, respectively, in the

latter part of this paper. The truth tables of these inexact

compressors are shown in Fig. 2. The implementation of

Momeni [5] and Akbari2 [6] can be simple because of

their high error rate. On the other hand, Ha [7] and

Yang2 [8] are used to implement highly accurate

approximate multipliers due to their low error rate [9].

When the approximate multiplier adopts the inexact

compressors, partial products are used as inputs of the

compressors. Let us assume that evenly distributed two

integer values are multiplied. Because each bit of the

integer inputs has the probabilities of being 0 and being 1
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each equal to 0.5, then the probability of a partial product

being 1 would be 0.25. If the partial products are used as

inputs of the compressors, the probabilities of having

inputs   ⋯ in a compressor are

shown in Fig. 3. The error probability can be calculated

by summing the multiplication with the error in Fig. 2

and the probability in Fig. 3 for each input. When the

error probability is denoted as , s of Ha and Yang2

are calculated as:

＝×

９









 


 (1)

  ×


×





 (2)

The positive error probability of Yang2 results in a

positive bias in the error distribution. Although Momeni

and Ha have the same number of error cases, the values

of the probability table and the truth tables show that

Momeni has a much higher error probability when evenly

distributed values are used as inputs. Momeni, Akbari2,

Ha, and Yang2 have the error probabilities of -0.391,

-0.141, -0.063, +0.039, respectively. For evenly distributed

inputs, it is noted that Ha and Yang2 can have small

error probabilities.

3. Partial Product Reduction Scheme

Assuming that the two -bit inputs in -bit

multiplication are denoted as     and

  , the multiplication, × , is

formulated as follows:

× 
  

  


  

  

  
 (3)

An intuitive way to show it is the partial product

matrix (PPM). The PPM is reduced using partial products

reduction schemes until no more than two reduced partial

products remain in each column. The remaining partial

products are turned into the final output with carry

propagate addition.

Assuming inexact 4-2 compressors are used for 8-bit

multiplication, the reduction scheme requires 3 steps as

shown in Fig. 4. Each dot denotes the partial products.

The boxes indicate adders and compressors. In Fig. 4, the

grids represent partial products of Dadda multiplier. First,

8×8 partial products are generated, with up to 8 partial

products in each column  ∼ . The number of partial

products is reduced to 4 or less in each column with

inexact 4-2 compressors in step 1. The number of reduced

partial products from step 1 are again reduced to 2 or

Fig. 4. Reduction scheme with inexact 4-2 compressors.

Fig. 5. Schematic of inexact 4-2 compressors used

in the proposed multiplier.

less with inexact compressors in step 2, and summed to

a 15-bit output with the carry-propagate adder in step 3.

Ⅲ. Proposed Design

1. Inexact Compressors in the Proposed Multiplier

For designing a more accurate approximate multiplier,

we use two different types of inexact compressors, Ha

and Yang2. The schematics of the inexact compressors,

Ha and Yang2, are shown in Fig. 5. From [10], it is

expected that the multiplier design adopting different

types of compressors could provide better error

characteristics. Compared with Momeni and Akbari2 in

Fig. 2, Ha and Yang2 have considerably low error

probabilities, so that the compressor can be suitable for

our highly accurate approximate multiplier design. It is

motivated that the different error characteristics of the

inexact compressors can help enhance the performance by

increasing error neutralization. Besides, all errors of both

Ha and Yang2 compressors occur when 
 , as

shown in Fig. 2. In the following, the proposed multiplier

design considers the input value that can occur errors

and different error probabilities of the two different

compressors.
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Fig. 6. Proposed topology design in step 1.

Fig. 7. Proposed topology design in step 2.

2. Proposed Multiplier Design

In order to neutralize the negative and positive biases

of the two compressors close to zero, Ha compressors,

which have larger bias values, are usually placed in the

least significant bit (LSB) and Yang2 compressors are

placed in the most significant bit (MSB) as shown in

Fig. 6.

In the proposed design, the error rate and relative error

are further reduced by applying the following rules:

Rule 1) Use the two partial products with the two

lowest probabilities of being 1 as input  of a

compressor because errors occur when   .

Rule 2) If inputs of a compressor have the equal

probabilities of being 1, set the topology in way that the

output have the highest expected value when an error

occurs.

Rule 1 reduces the error occurrence and Rule 2 helps

the proposed design have the lower relative error. Let us

assume each bit of multiplication inputs    and

   are uniformly distributed into 0 and 1. The

probability that any partial products of step 1,  , is 1

becomes 0.25. Therefore, in step 1, the topology is

selected by Rule 2.

As an example of Rule 2, two of the four inputs

(   ) of the Ha compressor at column  in

Fig. 6 would be  and . Let us assume that 
 

are used as  and . If an error occurs in this

compressor, it means that 
 

 , which implies


 

 
 

 . The case where 
 

  has a

larger expected value than any other case where any two

inputs are , because 
 

  is the largest positive

factor for the expected value in this case. The expected

value in case of an error can be calculated by expecting

a value of 0.5 for all other input bits of  and  , except

for the four input bits that are elements of . Fig. 6

shows  of inexact compressors in step 1.

In step 2, Sum and Carry of half adder, full adder, Ha

compressor, and Yang2 compressor all have different

probabilities of being 1. There are also partial products

that are taken over directly to step 2 without being the

inputs of adders or compressors in step 1.

Sum, Carry, half adder, full adder, Ha compressor, and

Yang2 compressor will be referred as terms  

and , respectively, and the probabilities will be denoted

as , taking the types of the output and the compressor

as variables in the following (for example, the probability

that Sum of half adders can be 1 will be denoted as

).

  
 

   

  
   


 

  
         

  
       ≒

  
         







≒

  
         







≒

  
         







≒

  
         







≒

(4)

For example, the inputs of Yang2 compressor located

at  in step 2 are Sum of Yang2, Sum of the half

adder, Carry of the full adder and Carry of Ha, and their

probabilities of being 1 are 0.5078, 0.375, 0.1563 and

0.1914, respectively. Therefore, Carry of the full adder and

Carry of Ha with the two lowest probabilities, 0.1563 and

0.1914, are chosen as  of the Yang compressor at

column .

In this way, in step 2, Rule 1 is applied first and then

Rule 2 is applied if there are more than one option to

select two inputs with the two lowest probabilities of the

inexact compressors. The topology selected in step 2 is

shown in Fig. 7. The square dotted lines and the circle

dotted lines represent the Ha compressors and Yang2
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compressors, respectively, and the circle solid lines

represent the  and  of each compressor in step 1

and step 2.

Ⅳ. Error Analysis

We compared the accuracies of the approximate

multipliers in terms of several error metrics. Other

approximate multipliers were made in the form of

replacing the inexact compressors part in Fig. 4 with the

corresponding compressors. The topologies of the

multipliers only using Ha compressors and only using

Yang2 compressors were the same with the proposed

multiplier design. The outputs of the exact and

approximate multipliers are denoted as  and  ′ ,

respectively, and maximum output (  in 8-bit

unsigned multiplication) are donoted as  . The

error metrics in [9] were adopted, which are defined as

follows:

•ER (Error Rate) : the percentage of error occurrence.

•ED (Error Distance) =  ′ .

•MED (Mean Error Distance) : the average value of

ED.

•NMED (Normalized Mean Error Distance) =




.

•RED (Relative Error Distance) = 

 ′
when

≠.

•MRED (Mean Relative Error Distance) : the average

value of RED.

•RERR (Relative Error) =
 ′

.

•MRERR (Mean Relative Error)：the average value of

RERR.

•PRED : the percentage that RED is higher than 2%

•PRED15 : the percentage that RED is higher than

15%

ER, NMED, MRED, MRERR and PRED are widely-

used error metrics, and PRED15 is included to show

whether RED exceeds 15% or not. These error metrics

will be calculated including all  cases of 8-bit

unsigned multiplication. All error metrics except for

NMED were expressed in the form of percentages for

ease of understanding.

As shown in Table 1, the multiplier with Momeni

compressor had MRED and MRERR over 400%, which

means that the approximate multiplication results have

significant differences from the exact multiplication results.

Type ER NMED MRED MRERR PRED PRED15

Momeni 98.4% 0.0473 414% 410% 82.6% 50.2%

Akbari2 75.5% 0.0205 8.22% -8.22% 57.0% 20.1%

Ha 40.0% 0.0062 1.61% -1.61% 22.3% 0.9018%

Yang2 31.0% 0.0032 0.85% 0.36% 13.4% 0.0031%

Proposed 35.7% 0.0033 0.90% 0.02% 14.4% 0.0031%

Table 1. Error analysis of the 8-bit unsigned multipliers with

adjusted topologies

Type ER NMED MRED MRERR PRED PRED15

Ha 73.5% 0.0139 5.30% -5.30% 54.6% 10.1%

Yang2 62,8% 0.0074 3.18% 2.72% 38.2% 5.12%

Proposed 69.3% 0.0073 3.10% 0.19% 40.2% 4.39%

Table 2. Error analysis of 8-bit unsigned multipliers with the

unadjusted topologies

Because Momeni compressor has an error when input is

zero, large MREERs happened. Table 1 shows that 98.4%

in the multiplication with Momeni compressors and 75.5%

in the multiplication with Akbari2 compressors indicate

the multipliers have significant error rates.

The proposed multiplier showed the lowest MRERR,

because it was designed not to be biased to one side by

cancelling opposing errors of the two heterogeneous

compressors. On the other hand, the different multipliers

used only one type of compressor, so MRERR depended

on the bias of the compressor. The proposed multiplier

has low MRED and PRED by applying Rule 2. Since the

Ha compressor had a higher error probability than the

Yang2 compressor, the multiplier with Ha compressor

showed higher ER than the multiplier with Yang2

compressors. The proposed multiplier using both

compressors showed ER in between them. The multipliers

with Yang2 compressor and the proposed multiplier had

similar NMED, MRED, MRERR, PRED, and PRED15,

while the multiplier with Ha compressor was less

accurate.

Table 2 shows the error metrics for the three

multipliers including one with Ha compressor, one with

Yang2 compressor and the proposed multiplier, where

their topology was not adjusted according to the two

rules. The topology was selected in a way that its 

and  were the same as  and  of the

proposed topology, respectively.

As shown in Table 1 and Table 2, the approximate

multipliers that have the unadjusted topologies were much

less accurate than the approximate multipliers that have

the adjusted-topologies. Since the errors of the two

compressors used in these multipliers are concentrated in

the specific case (when   ), the error performance
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of each multiplier was very different depending on

whether the topology was adjusted or not.

Ⅴ. Hardware Analysis

The 8-bit unsigned multipliers were coded using

Verilog HDL and synthesized in 32nm standard cell

library using Synopsys Design Compiler [11]. Table 3

shows the critical path, hardware area and power

consumption of the multipliers. In the synthesis, 1.25 GHz

was targeted for the toggle frequency. The multipliers

using the Ha compressors and Yang2 compressors had

the longest critical path, even longer than the exact

multiplier. The multiplier using the Momeni compressors

showed the best performance in the critical path,

hardware area and power consumption and the multiplier

using Akbari2 compressors was followed in the critical

path and power consumption. In contrast, the multiplier

using Yang2 compressors performed the worst. The

multiplier using Ha compressors had hardware area close

to that of the multiplier using Akbari2 compressors and

power consumption similar to that of the proposed

multiplier. The proposed multiplier showed a meaningfully

reduced hardware area compared with the multiplier using

Yang2 compressors.

Ⅵ. Applications

Image blending, edge detection and image sharpening

were chosen as the applications to evaluate the

performance of the approximate multipliers in Table 1 [9].

In the image blending, two 8-bit input images were

multiplied by pixels at the same location, and the results

were scaled back to the 8-bit outputs. The output image

was superimposed by two input images. The peak signal

to noise ratio () and the mean structural similarity

index () was used to assess the quality of the

output images.  is calculated as follows:

 log





 (5)

 , the maximum value in the image, is 255 in 8-bit

grayscale. And terms  and  denote the pixels of the

exact image and the output image, respectively,  is

defined as follows:

  



  

  


  

  

  (6)

Type Critical path( ) Area() Power( )

Exact 0.44 125.07 37.212

Momeni 0.35 84.72 15.351

Akbari2 0.37 88.84 20.869

Ha 0.45 88.36 27.072

Yang2 0.45 104.96 28.896

Proposed 0.42 92.44 27.153

Table 3. Hardware comparison of 8-bit unsigned multipliers

Cameraman

Lena

Boat

House

Girlface

Bridge

Type MSSIM PSNR MSSIM PSNR MSSIM PSNR

Momeni 72.18 24.23 79.72 25.90 61.62 23.13

Akbari2 95.01 32.88 93.12 31.64 95.92 35.52

Ha 98.54 41.11 98.36 40.30 99.53 46.12

Yang2 99.62 47.05 99.38 44.76 99.73 49.70

Proposed 99.62 47.52 99.40 45.14 99.73 49.98

Table 4. Image blending results

 depends on how different the pixels of the exact

image and the output image are. If the exact image and

the output image are the same, the  becomes 0.

As shown in Table 4, the multiplier using Momeni

compressors showed the worst performance in image

blending. The multiplier using Ha compressors and the

multiplier using Yang2 compressors had good  and

 , but the latter was somewhat higher than the

former. And the proposed multiplier showed the highest

 and  for all images. Fig. 8 shows the

blended images of "Cameraman" and "Lena" with the exact

and approximate multipliers.

Table 5 shows that the multiplication with Momeni

compressor also had much lower  than that with

Akbari2 compressor in edge detection. In the edge

detection, 5×5 Sobel convolution kernels in [12] were

adopted. The convolutional outputs were normalized using

the maximum and minimum values among them. It can be

expected that the image processing with the multiplier

using Momeni compressors would be significantly degraded

Fig. 8. Image blending results.
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Lena Boat House

Type MSSIM PSNR MSSIM PSNR MSSIM PSNR

Momeni 19.29 18.68 13.65 17.34 22.19 17.17

Akbari2 80.46 28.96 83.89 27.70 81.43 27.40

Ha 100.00 × 100.00 × 100.00 ×
Yang2 100.00 × 100.00 × 100.00 ×
Proposed 100.00 × 100.00 × 100.00 ×

Table 5. Edge detection results

Cameraman Boat House

Type MSSIM PSNR MSSIM PSNR MSSIM PSNR

Momeni 29.76 8.68 33.67 8.75 48.45 9.66

Akbari2 96.80 22.71 97.74 27.15 98.23 26.68

Ha 99.85 38.08 99.91 44.20 99.90 44.93

Yang2 99.92 44.81 99.94 45.86 99.90 44.53

Proposed 99.89 41.06 99.93 45.91 99.90 45.29

Table 6. Image sharpening results

in quality. The  of the proposed multiplier, the

multiplier with Ha compressor and the multiplier with

Yang2 compressor were not defined in the edge detection,

because the s, the denominator in  , of them

were 0. It means that the output image using those

multipliers with the proposed topology design was perfectly

the same with the image using the exact multiplier, and

that is why s of them were 100.

As shown in Table 6, the multiplier using Momeni

compressors still showed the worst performance due to its

high error rate and the multiplier using Akbari2

compressors showed some improvement compared to edge

detection, in image sharpening. The proposed multiplier

generally showed outstanding performance similar to the

multiplier using Yang2 compressors, and the multiplier

using Ha compressors followed them.

Ⅶ. Conclusion

most efficient trade-off point between the accuracy and

hardware cost, considering the required accuracy and

detailed characteristics of the application. The proposed

multiplier is suitable for applications requiring high

precision while having error resilience.
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This paper presents a new multiplier that can provide

high accuracy and meaningfully reduced hardware cost

with the proposed design topology. The key point is that

MRERR is controllable by using heterogeneous

compressors having different error characteristics. The

accuracy can be improved by adjusting the design

topology, especially when using compressors that share

the error-prone condition. The proposed design has

MRERR and PRED15 very close to zero, while having

27% less power consumption than using the exact

multiplier.

There is no approximate multiplier that provides the

best option for all applications. It is necessary to find the
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