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ABSTRACT. In this paper, we review the lowest order staggered discontinuous Galerkin meth-
ods on polygonal meshes in 2D. The proposed method offers many desirable features including
easy implementation, geometrical flexibility, robustness with respect to mesh distortion and
low degrees of freedom. Discrete function spaces for locally H1 and H(div) spaces are con-
sidered. We introduce special properties of a sub-mesh from a given star-shaped polygonal
mesh which can be utilized in the construction of discrete spaces and implementation of the
staggered discontinuous Galerkin method. For demonstration purposes, we consider the lowest
case for the Poisson equation. We emphasize its efficient computational implementation using
only geometrical properties of the underlying mesh.

1. INTRODUCTION

Traditional finite element methods are mostly developed for triangular or quadrilateral meshes.
Recently, finite element methods making use of polygonal meshes received a lot of attention.
Polygonal meshes are very flexible compared to traditional triangular and quadrilateral meshes.
They can represent complex geometry accurately with relatively small number of elements.
Also, allowing varying number of vertices for each element enables easy treatment of hanging
nodes. This can be done by considering a hanging node as an additional vertex of a poly-
gon. After the pioneering work of Wachspress [1], several numerical methods utilizing polyg-
onal meshes are introduced. For example, virtual element methods ([2, 3]), hybrid high-order
methods ([4, 5]), polygonal discontinuous Galerkin methods ([6, 7]), weak Galerkin methods
([8, 9]).

A staggered discontinuous Galerkin (DG) method is one of the polygonal finite element
methods. The staggered DG method was first introduced by Chung and Engquist ([10]) to
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solve wave propagation problem on triangular meshes, which initiated a lot of works on solv-
ing problems arising from practical applications in the context of [11, 12, 13, 14, 15, 16, 17, 18,
19, 20, 21]. Recently, Zhao and Park [22] extended the horizon of staggered DG methods from
triangular meshes to general polygonal meshes. Since then, staggered DG methods on polyg-
onal meshes have been widely studied and applied to various physical problems arising from
practical applications [23, 24, 25, 26, 27, 28, 29, 30]. The resulting method has many favorable
features in the spirit of polygonal finite element methods while also preserving salient features
of staggered DG methods; locally conservative; stable without stabilizing terms; superconver-
gence of primal variables; block-diagonal mass matrix. In contrast to other polygonal finite
element methods, polygonal staggered DG methods are based on polynomial space on a trian-
gular sub-mesh derived from the given polygonal mesh. Therefore, there is no need for local
projection or construction of basis functions for the assembly of the discrete algebraic system.
This allows very efficient computation based on well-developed implementation techniques
for triangular finite element methods. Also, the global algebraic system size can be reduced
by utilizing efficient static condensation due to block diagonal mass matrices and hybridized
formulations [26, 31, 32, 33, 34, 35, 36, 37].

While staggered DG methods are well-established in the existing literatures, they are pre-
sented in abstract form. The purpose of this paper is to review the staggered DG method and
highlight some computational aspects in more concrete form. For demonstrative purpose, we
consider the simplest case: the lowest order staggered DG method for the Poisson model prob-
lem. The rest of this paper is organized as follows. In Section 2, notations for a polygonal mesh
along with assumptions and its dual mesh will be introduced. Then locally conforming discrete
spaces will be defined in Section 3. The Poisson equation will be considered in Section 4 with
some implementation details. In Section 5, some numerical experiments are presented and
some concluding remarks will be given in Section 6.

2. POLYGONAL MESHES AND STAGGERED MESHES

In this section, we discuss the construction of a staggered mesh of a given polygonal mesh.
The data structure of the staggered mesh will be provided with some implementation details.

Let Ω ⊂ R2 be the domain of interest. For simplicity, we assume that Ω is a simple polygon.
Let Ph be a polygonal mesh of Ω. We denote hP by the diameter of a polygon P ∈ Ph and Ph
satisfies

Ω =
⋃

P∈Ph

P , h = max
P∈Ph

hP .

The following assumptions are often employed for the polygonal mesh:

Assumption (A): Every polygon P in Ph is composed of at most Nv vertices.
Assumption (B): Every polygon P in Ph is star-shaped with respect to a ball of radius
r ≥ ρrhP , where ρr is a positive constant.
Assumption (C): For every polygon P ∈ Ph and every edge e ∈ ∂P , it satisfies he ≥ ρehP ,
where ρe is a positive constant and he denotes the length of an edge e.



68 D. KIM, L. ZHAO, AND E.-J. PARK

F
pr

, Primal Edges
,      Interior Points

F
dl

,   Dual Edges

D(e), Dual Element

FIGURE 1. A given polygonal mesh Ph with five polygons (left) and its sub-
division (right). A polygonal mesh is composed of four quadrilaterals and one
concave octagon. In the right figure, each blue circle is an interior point ν of a
primal element P ∈ Ph, and dashed lines indicate dual edges. A dual element
is highlighted in green.

Recent advances on polygonal finite element methods relaxes some assumptions so that more
general polygonal meshes can be employed [30]. In this article, however, we assume that Ph
satisfies the above three assumptions for simplicity of exposition.

In the following, we construct dual elements and dual edges from a sub-triangulation of
Ph. The following procedure is illustrated in Fig. 1. The triangular sub-mesh will be a building
block of staggered DG methods. Let a polygon P ∈ Ph be given. The kernel ker(P ) is defined
as the set of points in P visible from all vertices of P (V(P )), i.e.,

ker(P ) := {x ∈ P : (tx+ (1− t)v) ∈ P, ∀v ∈ V(P ), 0 < t < 1}.

Assumption (B) ensures that ker(P ) has positive measure. By choosing an interior point ν ∈
ker(P ), we obtain a non-degenerate triangulation of P by connecting ν and each vertex. This
process induces a sub-triangulation Th of Ph. The set of all edges of Th are denoted by Fh =
Fpr∪̇Fdl. The primal edgesFpr are all edges of Ph, and dual edgesFdl are all additional edges
obtained during the construction of Th. All dual edges are interior edges by construction, and
we use F0

pr and Fb
pr to represent interior and boundary primal edges, respectively. For each

primal edge e ∈ Fpr, we define a dual element D(e) by the union of neighboring triangles of e
and the set of all dual elements are denoted by D. A dual element D(e) is quadrilateral when
e ∈ F0

pr or triangular when e ∈ Fb
pr.

Proposition 2.1. Let Ph be a polygonal mesh and Th be its sub-triangulation. Then the bound-
ary of each triangle T ∈ Th consists of one primal edge and two dual edges.

Note that for a given T ∈ Th, there is one and only one edge e ∈ Fpr adjacent to T . In
other words, there is exactly one dual element D(e) containing T . This yields the following
proposition.
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FIGURE 2. Global vertex numbering and element numbering (left) and data
structure for sub-triangulation related to the first polygon P1 (right). Note that
the first two vertices of each triangle are a primal edge and the last vertex is the
interior point of P1. Also, v2v3 and v3v1 form dual edges, where the former
pointing inward of the polygon and the latter pointing outward of the polygon.

Proposition 2.2. The set of dual elements D forms a non-overlapping partition of Ω.

Remark 2.3. The above process can be extended to three-dimensional polyhedral mesh Ph
where the boundary of polyhedron P ∈ Ph consists of, after subdivision of faces if nec-
essary, triangular faces. Then we obtain a tetrahedral sub-mesh Th and triangular faces
Fh = Fpr∪̇Fdl by adjoining each vertex and an interior point. In this case, the boundary
of a tetrahedron T ∈ Th is one primal face and three dual faces.

Let e ∈ F0
pr ∪ Fdl whose neighboring triangles are T+ and T−. Here, when e ∈ Fdl, we

assume that T+ is always the “previous” triangle in counter-clockwise ordering of triangles
within a polygon. We define a unique unit normal vector ne and a unit tangential vector te of
e by the outward unit normal vector and the counter-clockwise tangential vector of T+ on e,
respectively. Also, we write jump [[v]]e = v|T+−v|T− and average {{v}}e = (v|T++v|T−)/2 on
an edge e. When e ∈ Fb

pr whose neighboring triangle is T , we set the unit normal vector and
the tangential vector as the outward unit normal vector and the counter-clockwise tangential
vector of Ω on e. The jump and average are defined as [[v]]e = {{v}}e = v|T . We omit e when
there is no ambiguity.

In Remark 2.3, we can observe that the sub-triangulation has special properties. These
properties are useful in the implementation with properly designed data structure. Figure 2
illustrates the data structure for the triangular mesh Th for a general polygonal mesh.
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3. PIECEWISE CONFORMING DISCRETE SPACES

In this section, we discuss piecewise conforming discrete spaces. We first define Sobolev
spaces for scalar and vector variables:

H1(Ω) := {v ∈ L2(Ω) : Dv ∈ L2(Ω)},
H(div; Ω) := {τ ∈ [L2(Ω)]2 : div(τ ) ∈ L2(Ω)},

where D and div are the weak derivative and divergence, respectively. When Ω is replaced by
a set of open sets, we consider piecewise function space, e.g.,

H1(Th) = {v ∈ L2(Ω) : v|T ∈ H1(T ) ∀T ∈ Th}.

Let P0(T ) and P0(e) be the constant function space on a triangle T ∈ Th and an edge e ∈ Fh,
respectively. We denote P0(O) as a piecewise constant function space when O is a set of open
sets. In the remainder of this paper, C is a generic constant independent of h. The L2-inner
product and L2-norm are denoted by (·, ·)O and ‖ · ‖L2(O) for an open set O ⊂ R2. When O is
chosen as a collection of open sets we consider piecewise definition, e.g.,

(u, v)Th =
∑
T∈Th

(u, v)T , ‖u‖L2(Th) =

∑
T∈Th

‖u‖2L2(T )

1/2

.

To differentiate inner product on triangles and edges, we denote 〈·, ·〉Fh
by L2-inner product

on edges. Th or Ω will be omitted for L2-inner product when there is no ambiguity.
Staggered DG methods are based on mixed formulations. Therefore, in general more than

two carefully designed function spaces are considered for a problem. The discrete function
spaces are chosen to be of equal-order, in general. As the name staggered DG suggests, the
discrete function spaces are only locally conforming and their continuities are imposed on the
staggered grid. In the remainder of this section, we consider the lowest order discrete spaces
for staggered DG methods.

3.1. Piecewise H1-space. We define a piecewise H1-space on each dual elementD(e). Since
we are only considering the piecewise constant function space, this leads to the piecewise
constant space on each dual element.

Vh = P0(Th) ∩H1(D)

= {v ∈ P0(Th) : [[v]] = 0 ∀e ∈ F0
pr}

= P0(D).

We define the degrees of freedom for Vh by the average value on each primal edge

φ(v) =
1

|e|

∫
e
v ds ∀e ∈ Fpr.
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FIGURE 3. Local numbering of dual edges within a polygon (left) and the
basis function τe4 for Xh (right) defined in (3.1). Note that τe4 is parallel to
e3 and e5 so that [[τe4 · n]]e3 = [[τe4 · n]]e5 = 0. Also, we have τe4 · n = 1 on
e4 and hence it is continuous.

For given e ∈ Fpr, the basis {ve}e∈Fpr of Vh can be defined by

ve =

{
1 in D(e),

0 otherwise.

By using the above degrees of freedom, we define an interpolation Ih : H1(Ω)→ Vh by∫
e
(Ihv − v) ds = 0 ∀e ∈ Fpr.

Vh is usually equipped with the mesh-dependent jump norm

‖v‖21,h =
∑
e∈Fdl

1

he
‖[[v]]‖2L2(e) .

3.2. Piecewise H(div)-space. For a piecewise H(div)-space, we consider a primal element-
wise conforming space:

Xh = [P0(Th)]2 ∩H(div;Ph)

= {τ ∈ [P0(Th)]2 : [[τ · n]] = 0 ∀e ∈ Fdl}.
Notice that the normal continuity is only imposed on dual edges. In other words, it allows
discontinuity on primal edges in general. We define the degrees of freedom for Xh by the
average normal value on each dual edge

φ(τ ) =
1

|e|

∫
e
τ · n ds ∀e ∈ Fdl.

Recall Proposition 2.1 that there are two dual edges for each triangle T ∈ Th. Therefore, we
have two degrees of freedom for each triangle which coincide with the dimension of [P0(T )]2.
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For each e ∈ Fdl, the basis {τe}e∈Fdl
of Xh can be defined by

τe =

{
1

ne·t′ t
′ in T ∈ Th, e ∈ ∂T,

0 otherwise
(3.1)

where t′ is the tangential vector of the dual edge in ∂T other than e, see Fig. 3. The support
of τe is only two triangles sharing a dual edge e. Again, we define an interpolation operator
Jh : H(div; Ω)→ Xh by ∫

e
(Jhτ · n− τ · n) ds = 0 ∀e ∈ Fdl.

Xh is equipped with the following norm

‖τ‖20,h = ‖τ‖2L2(Ω) +
∑
e∈Fdl

he ‖τ · n‖2L2(e) .

The partial continuity of Xh and the special construction of Th yield the following remarks.

Remark 3.1. By the construction, the two neighbor triangles of a dual edge e ∈ Fdl are
always contained in one polygon. This implies that the inner-product (τe, τe′) can be nonzero
only when e and e′ are contained in one polygon. Therefore, the mass matrix Mij = (τei , τej )
is block-diagonal. More specifically, (τe, τe′) 6= 0 only when e and e′ are dual edges of a
triangle. Then each of the block in M is a periodic tridiagonal matrix, see Fig. 4 for example.

Furthermore, when square elements are considered, the mass matrix for Xh becomes a
diagonal matrix, cf. Fig. 5. Indeed, when dual edges e and e′ of a triangle are orthogonal, it
holds τe · τe′ = 0 inside the triangle.

The following lemma is immediate from the Bramble-Hilbert lemma and the definition of
interpolation operators.

Lemma 3.2. The interpolation operators Ih, Jh are locally polynomial preserving operators
and satisfies for v ∈ H1(T ), τ ∈ H1(T ), and T ∈ Th,

‖Ihv − v‖L2(T ) ≤ ChT ‖v‖H1(T ),

‖Jhτ − τ‖L2(T ) ≤ ChT ‖τ‖H1(T ).

Remark 3.3. We use piecewise polynomial space on the triangulation Th. This allows us to
consider efficient assembly procedure based on well-developed triangular finite element meth-
ods.

Remark 3.4. Discrete function spaces defined in this section can be extended to general poly-
nomial degrees. Extension to three-dimensional space is straight-forward for the piecewise
H1-space and H(div)-space.
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4. POISSON EQUATION

Let Ω ⊂ R2 be a simple polygonal domain. We seek a solution u satisfying

−∆u = f in Ω, (4.1a)
u = gD on ΓD, (4.1b)

∂nu = gN on ΓN . (4.1c)

Here, ∂Ω = ΓD∪̇ΓN . The corresponding weak formulation is finding u ∈ H1(Ω) with u|ΓD
=

gD such that
(∇u,∇v)Ω = (f, v)Ω + 〈gN , v〉ΓN

∀v ∈ H1
ΓD

(Ω).

Here, H1
ΓD

(Ω) = {v ∈ H1(Ω) : v|ΓD
= 0}. Let a polygonal mesh Ph of Ω be given. We

assume that for each e ∈ Fb
pr, e is contained in only one of ΓD or ΓN .

4.1. Discrete Formulation. We introduce σ = ∇u and multiply τ ∈ Xh on both sides to
obtain

(σ, τ ) = (∇u, τ )

=
∑
T∈Th

〈u, τ · nT 〉∂T

= 〈u, [[τ · n]]〉Fh

= 〈u, [[τ · n]]〉Fpr

=: b∗h(u, τ ).

Here, we utilized u ∈ H1(Ω), [[τ · n]]e = 0 for e ∈ Fdl, and nT is outward unit normal vector
of T . By the definition of σ and (4.1a), it holds for v ∈ V 0

h that

(f, v) = (−∇ · σ, v)

= −
∑
T∈Th

〈σ · nT , v〉∂T

= −〈σ · n, [[v]]〉Fh

= −〈σ · n, [[v]]〉Fdl
− 〈gN , v〉ΓN

=: bh(σ, v)− 〈gN , v〉ΓN
.

Finally, the discrete problem is to seek (σh, uh) ∈ Xh × V gD
h such that

(σh, τ )− b∗h(uh, τ ) = 0 ∀τ ∈ Xh, (4.2a)

bh(σh, v) = (f, v) + 〈gN , v〉ΓN
∀v ∈ V 0

h , (4.2b)

where for g ∈ L2(ΓD)

V g
h = {v ∈ Vh :

∫
e
(v − g) ds = 0 ∀e ∈ Fb

pr, e ⊂ ΓD}.
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FIGURE 4. Left: A given polygonal mesh with polygon labels (blue) and pri-
mal edge labels (red). Right: Corresponding global (blue) and condensed (red)
matrix structures. Observe that the mass matrix (left top corner of the matrix)
is block-diagonal where each block is a symmetric periodic tridiagonal matrix.

Remark 4.1. Since we are considering piecewise constant function spaces, Bij = bh(τei , vej )
can be represented using geometric quantities. Let T ∈ Th be given and let ei ∈ Fdl be the
second edge and ej ∈ Fpr be the first edge of T . Then we have

bh(τei , vej ) = −
〈
τei · n, [[vej ]]

〉
ei

= −|ei|.

Similarly, if ei ∈ Fdl is the third edge, we have

bh(τei , vej ) = |ei|.

Lemma 4.2. The discrete bilinear form bh(·, ·) and b∗h(·, ·) are adjoint

bh(τ , v) = b∗h(v, τ ) ∀(τ , v) ∈ Xh × V 0
h

so that the discrete problem is symmetric.
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FIGURE 5. Left: A given square mesh with polygon labels (blue) and primal
edge labels (red). Right: Corresponding global (blue) and condensed (red)
matrix structures. Note that the mass matrix is diagonal and condensed matrix
reduces to an edge-centered (dual-cell centered) finite volume method.

Proof. Recalling that v and τ are piecewise constant functions, Green’s theorem implies
bh(τ , v) = −〈τ · n, [[v]]〉Fdl

= −
∑
T∈Th

∫
∂T∩Fdl

(τv) · nT ds

=
∑
T∈Th

∫
∂T∩Fpr

(τv) · nT ds

= 〈v, [[τ · n]]〉Fpr
.

�

Remark 4.3. Note that we have 〈v, [[τ · n]]〉e = 0 for e ⊂ ΓD and (v, τ ) ∈ V 0
h × Xh. For

simplicity, we do not remove these terms explicitly in this paper. In implementation, however,
this should be under consideration.

By using the basis functions of Xh and Vh and Lemma 4.2, we rewrite (4.2) as a matrix
equation [

M Bt

B 0

] [
~σ
~u

]
=

[
0

F +GN

]
where Mij = (τej , τei), Bij = bh(τej , vei), Fi = (f, vei), and GN

i = 〈gN , vei〉ΓN
.

Remark 4.4. As discussed in Remark 3.1, the mass matrix in (4.2) is (block-)diagonal. There-
fore, we can perform static condensation locally as in Algorithm 1. After static condensation,



76 D. KIM, L. ZHAO, AND E.-J. PARK

we obtain the Schur complement S = BM−1Bt for unknown uh. Here, Sij 6= 0 when ei and
ej have a common neighboring polygon. Therefore, in the case of quadrilateral elements, the
method reduces to a symmetric positive definite, edge-centered finite difference method for uh
with a stencil of 7 points, but only 5 points for square elements; see Fig. 5, cf. [38].

As we remove σh locally, dual edges can be constructed locally and need not be stored. This
observation leads to the following algorithm.

Algorithm 1: Assembly of condensed matrix S.
Data: Ph
Result: Condensed matrix S
Build Fpr from Ph
N ← the number of edges in Fpr

Initialize S ∈ RN×N

for P ∈ Ph do
Place ν in ker(P )

Connect each vertex of P and ν to create local sub-triangles TP
n← the number of vertices of P
Initialize M loc, Bloc ∈ Rn×n with zeros
for i← 1 to n do

A = area(T ) where T = conv(vi, vi+1, ν)

Compute τe1 and τe2 related to T using (3.1)

M loc
(i:i+1,i:i+1) ←M loc

(i:i+1,i:i+1) +A

[
τe1 · τe1 τe1 · τe2
τe1 · τe2 τe2 · τe2

]
Bloc

i,i ← −|v2ν|
Bloc

i,i+1 ← |v3ν|
end
J ←global primal edge indices connected to P
SJJ ← SJJ +Bloc(M loc)−1(Bloc)t

end

Here, a periodic index is used for M loc and Bloc for simplicity in Algorithm 1.
A polygonal mesh is composed of convex polygons in most cases, e.g., a bounded Voronoi

diagram. In this case, ν can be chosen as the centroid of a polygon without computing ker(P )
as ker(P ) = P to reduce the computational cost.

4.2. A Priori Error Estimates. In this section, we discuss the well-posedness of the discrete
problem and a priori error estimates. Thanks to the special construction of the staggered dis-
crete spaces, staggered DG is stable without any additional stabilizing terms. This is beneficial
as we do not have to fine tune the stability parameters which can be cumbersome in some
applications. In the following, we have the discrete inf-sup condition [10, 22]:
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Lemma 4.5. There exists a positive constant C independent of h such that

inf
v∈Vh

sup
τ∈Xh

bh(τ , v)

‖τ‖0,h ‖v‖1,h
≥ C.

The following theorem states the optimal convergence of discrete solutions assuming the full
elliptic regularity. Also, superconvergence can be achieved. The superconvergence property is
useful when we construct postprocessing.

Theorem 4.6. Let u ∈ H1(Ω) solve (4.1) and u ∈ H2(Ω). If σh, uh are the solution to (4.2),
then it holds

‖σ − σh‖L2(Ω) + ‖u− uh‖L2(Ω) ≤ Ch ‖u‖H2(Ω) .

Furthermore, we have
‖Ihu− uh‖1,h ≤ Ch ‖u‖H2(Ω) .

It should be noted that if the problem allows low regularities, then one needs more sophisti-
cated arguments; see, [22, 27], for further discussions.

5. NUMERICAL EXPERIMENTS

In this section, we investigate the convergence behavior of discrete solutions. Three dif-
ferent kinds of meshes are used: triangular; rectangular; polygonal meshes to demonstrate
performance of staggered DG methods with various mesh configurations.

Consider the following problem with pure Dirichlet boundary condition:

−∆u = 2π2 sin(πx) sin(πy) in Ω,

u = 0 on ∂Ω
(5.1)

where Ω = (0, 1)2. Here, the solution is given by

u = sin(πx) sin(πy).

The convergence history is depicted in Fig. 7 on triangular, rectangular, and polygonal meshes,
cf. Fig. 6. Convergence rates for ||u− uh||L2(Ω) and ||σ − σh||L2(Ω) are 1 as expected. Also,
||Ihu − uh||1,h linearly converges as shown in Theorem 4.6 when triangular and polygonal
meshes are used. However, we observe a quadratic convergence when rectangular meshes
are used. We expect this behavior appears only when some special solutions are considered.
Therefore, we consider another example with pure Dirichlet boundary condition:

u = sin(x− y) sin(x+ y). (5.2)

Data f and gD can be derived from (4.1). Similarly to the previous case, convergence be-
havior is observed with three different mesh configurations, see Fig. 8. Now we have O(h)
convergence for all three errors, ‖u− uh‖L2(Ω), ‖σ − σh‖L2(Ω), and ‖Ihu− uh‖1,h.
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FIGURE 6. (Quasi-)Uniform meshes with h ≈ 2−3 used in the numerical
experiment. From left to right, triangular, rectangular, and polygonal meshes.
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FIGURE 7. Convergence history for (5.1) with three different meshes. From
left to right, ||u− uh||L2(Ω), ||σ − σh||L2(Ω), and ||Ihu− uh||1,h.

Lastly, we consider mixed boundary condition. We used the same solution of the previous
example but with mixed boundary condition

u = sin(x− y) sin(x+ y) on ΓD,

∂nu = gN on ΓN

where ΓD = ((0, 1) × {y = 1}) ∪ ({x = 1} × (0, 1)) is the upper right boundary, ΓN is
the lower left boundary and gN can be driven from the solution and the domain. Again, we
observed similar convergence behavior as in the previous case, see Fig. 9.

6. CONCLUSION

In this paper, we reviewed staggered DG methods and presented some computational aspects
of these methods. Construction of a simplicial sub-mesh from a polygonal mesh is introduced
and special properties of the simplicial sub-mesh are investigated. Those properties are cru-
cial for the construction of discrete spaces and efficient numerical experiments. Specific data
structure for the sub-mesh is proposed to utilize these properties. Local static condensation of
the flow variable is demonstrated which is embarrassingly parallelizable. We believe that this
paper demonstrates staggered DG methods in more concrete way compared to existing works
which are written in rather abstract forms.
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FIGURE 8. Convergence history for (5.2) with pure Dirichlet boundary con-
dition. From left to right, ||u−uh||L2(Ω), ||σ−σh||L2(Ω), and ||Ihu−uh||1,h.
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FIGURE 9. Convergence history for (5.2) with mixed boundary condition.
From left to right, ||u− uh||L2(Ω), ||σ − σh||L2(Ω), and ||Ihu− uh||1,h.
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