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Abstract 

 
This paper presents the latest Ethernet standardization of in-vehicle network and the future 
trends of automotive Ethernet technology. The proposed system provides design and 
optimization algorithms for automotive networking technology related to AVB (Audio Video 
Bridge) technology. We present a design of in-vehicle network system as well as the 
optimization of AVB for automotive. A proposal of Reduced Latency of Machine to Machine 
(RLMM) plays an outstanding role in reducing the latency among devices. RLMM's approach 
to real-world experimental cases indicates a reduction in latency of around 41.2%. The setup 
optimized for the automotive network environment is expected to significantly reduce the time 
in the development and design process. The results obtained in the study of image transmission 
latency are trustworthy because average values were collected over a long period of time. It is 
necessary to analyze a latency between multimedia devices within limited time which will be 
of considerable benefit to the industry. Furthermore, the proposed reliable camera and video 
streaming through optimized AVB device settings would provide a high level of support in the 
real-time comprehension and analysis of images with AI (Artificial Intelligence) algorithms 
in autonomous driving. 
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1. Introduction 

The application of automobiles differs significantly in the use cases and technical 
requirements of the vehicle assembler compared to the applications of other types of electronic 
products. Current technology specifications such as AVB (Audio Video Bridge) have arisen 
to address these varied needs. [1] This presentation starts with the background for the 
technological introduction into automotive network based on the features of Ethernet and in 
vehicle requirements. In automotive bridge LAN (Local Area Networks), the media is rapidly 
distributed in the automotive world which real-time multimedia streams necessitate the 
collection of specialized functions defined in different specifications. The stream of sound and 
video through the vehicle's interactive network demands the stable in-vehicle transmission 
technology as LVDS (Low Voltage Differential Signaling) system. Car assembly 
manufacturers and suppliers are keen to define standards for real-time audio and video 
processing in order to satisfy their customers' requirements. A simple multimedia transmission 
through various IEEE 802 network modes provides operational benefits. The AVB standard 
provides a transport mechanism for real-time camera, video, UI (User Interface) streams to all 
vendors developing vehicles, reducing the effort of creating units of work between different 
networks. [2] In this paper, we suggest an up-to-date overview of it as well as describes the 
basic of the key element of eAVB; in addition, the paper gives the reason that AVB is an 
excellent candidate for next generation automotive infrastructures. 

Many technologies are being developed to study real-time network delay reduction for 
video transmission between equipment inside a vehicle. [3] Most of the studies describe 
variations of the architecture and test environment for various scenarios, from basic car 
networks with two end points, one controller to redundant in-vehicle networks with diverse 
end-nodes, and switches. To interconnect systems, there is a need for larger bandwidth with 
determinism and flexibility. Also, many subsystems are safety critical because the automotive 
industry has to deal with a lot of existing networking algorithms. Considering the vehicle's 
safety, it is influential to move from using numerous technologies to use the general standard. 
To increase safety as well as minimize the complexity, it is profitable to commit on a set of 
automotive networking technologies that can be adopted in most of the in-vehicle applications 
generally found in an automotive system. [4], [5] The present paper is focusing on 
investigations about the latency of AVB networking since it exerts a significant influence on 
communicating different automotive signals on time. Communication signals without timing 
boundaries can disable functions that cause serious situations for the automotive system. [6], 
[7], [8] 

The suggestion of this paper is to provide a novel algorithm to use an optimized concept 
with the AVB networking. Optimizing and accelerating the GPU and effectively utilizing the 
configuration of the video encoder and AVB are expected to be used in many different 
applications in the vehicle. In addition, it can operate with low latency control and shape the 
video stream flow depending on the specific use case requirements. 

This paper aims to offer a novel system design that uses an optimized framework for AVB 
in-vehicle network latency reduction. In Section 2, we describe the AVB standard with key 
concepts. In Section 3, we propose an algorithm for reducing the latency video stream of in-
vehicle system and explain the detailed mathematical rationale. The experimental findings of 
the proposed design obtained by various studies are presented in Section 4. Finally, we present 
conclusions and future works with an outlook in Section 5. 
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2. Audio Video Bridge 

2.1 A Standard of AVB 
AVB is the most current latest mainstream technology for vehicle network connectivity, but 
there are few products, end-nodes device, network hub that support it. Especially, it has 
become a necessary technology as in-vehicle cameras for various processes increase to satisfy 
safety with the increasing level of autonomous driving. As an endpoint, various devices inside 
the vehicle are possible. Any digital equipment can be utilized as AVB such as speakers, 
cameras, digital signal processors, etc. For fully advanced digital communication systems in 
vehicles where additional data may also permit diverse control streams, progressive solutions 
such as AVB capable of satisfying traffic ratings and multiple streams are required. [9]  

AVB supports accurate, low-latency networks in time to satisfy QoS (Quality of Service). 
Fig. 1 shows the elements to visualize the AVB architecture design considering the hardware 
and software components involved in in-vehicle communication. Each packet's stream class 
packet guarantees a minimum latency for video data. [10] An example AVB system is shown 
in Fig. 2. The AVB network consists of three types of components: 
 

1) AV (Audio and Video) Bridges 
The AV Bridge is a relay device that conforms to IEEE 802.1BA. It acts as a switch that 
receives and forwards IEEE 802.1BA compliant data to the destination device. 

 

2) End stations 
An end station can be a talker, listener, or both. A talker is the end station that is the 
transmitter, the producer, or the source of the AVB system. A listener is an end station that 
is the receiver, the consumer, or the destination of the AVB system. 

 

Ethernet AVB Network 

(a) 

(b) 

(d) 

(e) 

(f) 

(g) 

(h) 
(i) 

(c) 

Fig. 1. The AVB system model design between in-vehicle network multimedia devices, 
(a) 1st device, (b) 2nd device, (c) 3rd device, (d) 4th device, (e) 5th device,  
(f) 6th device, (g) 7th device, and (i) 8th device (network hub). 
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3) Ethernet LANs (Local Area Network) 
Individual LANs interconnect the Bridges, Talkers and Listeners. 

 
AVB has defined the standard with three additional sub-standards below to support time-

sensitive in-vehicle applications in asynchronous in-vehicle networks, as shown in Fig. 3. 
 
• IEEE 802.1 Qav (Queue and delivery rules) [11] 

IEEE 802.1Q defines a series of standards for separating time-sensitive and non-sensitive 
traffic into distinct traffic situations. The network egress port buffers are divided into several 
queues, each of which is allocated to a particular class. This design separates low and high-
priority traffic. In addition, all network egress ports have a credit-based shaping function to 
avoid burst activity. 

 
• IEEE 802.1 Qat (A protocol of bandwidth reservation) [12] 

It notifies reservation requests and defines a protocol for reserving resources for audio/video 
streams. It allocates buffers within the switch to provide the required QoS. 

 
• IEEE 802.1 AS (A protocol of time synchronization) [13] 

This standard describes and defines precise time synchronization of network nodes to the 
global time. 

 
• IEEE 1722 (A protocol of stream transmission) 

The recommended AVB stream transport protocol is IEEE 1722. From simple control data 
to large amounts of audio and video, it encapsulates them in Ethernet frames and adds 
presentation timestamps that correspond to the time that it takes to process the data. 

 

Talker 

AV 
Bridge 

AV 
Bridge 

AV 
Bridge 

 

Listener 

 

Listener 

 

Listener AV 
Bridge 

 

Talker 
 

Listener 

 

Talker 

 

Listener 

Fig. 2. Example high level AVB Network. 
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For multimedia data such as the audio and the video, a reference clock is sent from the 
transmitter of the stream to the receiver using the 1722 norm. The presentation time of audio 
and video is simultaneously provided by default for all listeners. This can lead to synchronous 
replay. 

The AVB standard defines talkers, listeners, and bridges. AVB's talker and listener share 
gPTP (Generalized Precision Time Protocol) messages with each other. To compensate for 
this time error due to network communication, it is periodically transmitted. MMRP (Multiple 
MAC Registration Protocol) and MVRP (Multiple VLAN Registration Protocol) can also be 
used by the listener to register VLANs (Virtual Local Area Network) and its MAC (Media 
Access Control). The talker reserves the bandwidth required for communication by utilizing 
MSRP (Multiple Stream Reservation Protocol). The talker broadcasts a message to the 
network, and the bridge estimates the resources available on the outgoing ports to allocate the 
required resources. The results are sent to the listener. When resources are low, the listener 
sends an error message so that correction can be made. When the reservation is complete, the 
talker uses the transport protocol standard IEEE 1722 to transmit the streaming data and 
streams the required data in real-time from the bridge-based local network. When a 
communication with the IEEE 802.1 Qav protocol is sent over a high-speed network, per 7 
hops, stream type A is transferred in 2 milliseconds. Class B flow is conveyed within the 
vehicle with forwarding and queuing laws within 50 meters every 7 hops. For QoS support, 
each node within AVB must support AVB standard, so AVB is not backwards compatible in 
terms of QoS, but it is compatible with standard Ethernet. The AVB transport protocol 
timestamps the transmitted video stream and activates it via global synchronization on the 
device; thus, the processing of data transfer runs concurrently. IEEE 802.1Qat blocks loss of 
parcels and IEEE 802.1Qav uses a system for traffic shaping to ensure timely traffic 
distribution. [14] 

2.2 Related Works 
For in-vehicle AVB communication, a variety of technologies have been developed and 
implemented. Since it ensures a significant amount of QoS for real-time multimedia 
transmission in a variety of circumstances, it is expected to become a promising technology in 
automotive communication networks. In-vehicle networks, on the other hand, typically use a 
single traffic class due to the complexity of configuring the stream reservation domain. Jitter 
restricting is often considered by AVB. To address these issues, an optimized Ethernet AVB 
system architecture with a single SR (Stream Reservation)-Class and time-triggered 

A Ethernet Standard (IEEE 802.3) 

Ethernet AVB (IEEE 802.1) 

IEEE 802.1 Oav : Enhancements of Queuing 

Fig. 3. A standard of Ethernet AVB. 

IEEE 802.1 Oat : A Standard of Reservation 

IEEE 802.1 AS : A Standard of Synchronization 
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scheduling was proposed to satisfy QoS specifications while also providing many other 
advantages. [15]  

Moreover, evaluating the availability of AVB is considered the next generation of in-
vehicle network communications. [16] We can design a system that integrates the vehicle's 
antenna and tuner and check the potential performance of the system head unit. In [17], it 
describes how to enable fault tolerance in audio and video bridging Ethernet networks. The 
particular emphasis is placed on the specification of service interfaces that enable a layered 
approach using arbitrary redundant control protocols; also, The WCDs (Worst Case end-to-
end Delays) of AVB flows in a TSN (Time-Sensitive Networking) are determined using a 
network calculus-based approach. [18] An analytical design of AVB is described in [19]. CBQ 
(Credit-Based Queuing) shaper algorithms (CBQ) and PQ (Priority Queuing) are evaluated as 
well as compared with legacy Ethernet technologies. It is practicable to figure upper bounds 
for all time sensitive traffic network streams with CBQ. Timing analysis techniques that reflect 
the capabilities of future AVB architectures such as static routing and stream reservation, fixed 
topologies and real-time applications are presented in [20]. It provides an evidence that the 
methodology provides much tighter boundaries than the calculations specified in AVB 
standards and previous work. 

Recently, many studies on AVB's efficiency have been published. The increasing load on 
in-vehicle networks is due to the rapid development and adaption of ADAS (Advanced Driver 
Assistance Systems) and autonomous driving. Traditional protocols such as controller area 
networks, local interconnected networks, and FlexRay are beginning to reveal limitations as 
in-vehicle networks are now required to deliver a rapid data flow and constrained delay for 
real-time operation. The article introduces multiple Ethernet traffic scheduling standards based 
on TSN technology and proposes a heuristic-based Ethernet scheduling method. [21] The SRP 
(Stream Reservation Protocol) is a critical piece of work since it allows network resources to 
be reserved while maintaining the requisite QoS. The study investigates the termination and 
consistency of SRP using UPPAAL. It verifies that SRP lacks these qualities and suggests a 
new protocol called CSRP (Consistent Stream Reservation Protocol), which it officially 
verifies using UPPAAL. [22] The IEEE 802.1 standard expands the design area for automobile 
networks, resulting in a plethora of options. The study provides information on studies that 
were generated primarily for automobile networks, as well as open topics that require more 
investigation. [23] Furthermore, the research combines the sensor simulation software PreScan 
as the test platform with the vehicle's hardware-in-the-loop to link with reality sensors and 
virtual scenes (HIL). In a virtual road environment, simulation of vehicle auxiliary systems 
and sensors is useful and efficient. Industrial-grade Ethernet's high reliability satisfies 
automobile manufacturers' demands and Tier 1 safety criteria for original equipment function. 
The high-speed Ethernet AVB serves as a crucial data convergence route because the ADAS 
is equipped with many camera lenses. Advanced ADAS functionalities such as surround view, 
obstacle detection, and lane deviation warning are made possible by image sensor data. [24] 
The emergence of automated and autonomous driving necessitates the use of high-resolution 
sensor data to make decisions. Furthermore, these systems must respond safely and quickly to 
dynamically changing environmental conditions, such as traffic, weather, and so on. The paper 
discusses the many isolation mechanisms, standards, and concepts used to provide functional 
safety in automotive AVB systems. The research demonstrates that standardizations do not 
definitely mean safe "out of the box" nor performant as well as it is necessary to take the new 
design vectors into consideration. [25] 
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3. Machine to Machine Network Design and Optimization of Latency 

3.1 Machine to Machine Network Design 
The architectural approach between the components of the automotive environment is 
discussed in this section as illustrated in Fig. 4. The transmitted data is designed and distributed 
from network cameras, USB and antennas through AVB system. The network machines are 
transmitted directly to each machine or through a central switch to devices such as the head 
unit. The transfer of multimedia data directly to the head unit, such as audio and video could 
minimize the time lag between devices. However, there is a significant delay in case the video 
stream of camera and the UI are combined in order to share the monitor of head unit. In most 
of today's vehicles, it is difficult for all multimedia equipment to have its own display unless 
it is a top-of-the-line car. Therefore, the number of times that multiple devices use and share a 
limited display is increasing. As a result of combining images by exchanging the view as 
mentioned above, the display of the head unit displayed a delay of around 2 times when the 
UI was combined and transmitted in real time, compared to the image directly obtained from 
the camera. 

Multimedia Display Device 
Ethernet 
Camera 1 

Fig. 4. In-vehicle AVB communication design example, blue dot is video transmission without 
UI transmission. (autonomous driving real-time video transmission situation) 
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3.2 Reduced Latency of Machine to Machine (RLMM) 

3.2.1 A Synchronization Between Talker and Listener 
A Synchronization between talker and listener are crucial in the automotive system. In Fig. 5, 
it explains how the media clock source is embedded into AVTP (Audio Video Transport 
Protocol) packets. The media clock's source can be a simple free-running local oscillator 
because the media clock does not need to lock to any reference as long as the frequency of all 
media clocks in the same domain are synchronized. The media clock goes into a local 
timestamp generator that generates timestamps every certain number of media clock rising 
edges. These timestamps are generated based-off of a local time reference. The wall clock then 
translates the local time-based timestamps to gPTP timestamps. The AVTP talker adds a fixed 
offset (typically the maximum delay between the Talker and all Listeners) and generates 
presentation timestamps. AVTP Presentation Time represents the gPTP time at which a given 
media sample, or the event is sent to the time-sensitive application within each listener. This 
allows multiple listeners to display data at the same time, regardless of the listener's location 
on the network. The AVTP presentation time tells the listener when to start processing the 
stream's data. It is also used to recover the stream's media clock. [26]  

In Fig. 6, it shows how a Listener extracts presentation timestamps and recovers the source 
media clock from incoming 1722 streams generated by the talker. The period of the source 
media clock in the gPTP time base can be estimated by the time difference between two 
presentation timestamps divided by the number of samples. Continuously performing this 
calculation and applying appropriate filtering techniques will allow the system to accurately 
measure the media clock period of the source. Similarly, the local media clock generator output 
can be timestamped with local time base which is then translated to gPTP 
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Fig. 5. AVB talker simplified block diagram. 
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time base, and its period can also be accurately measured. After comparing the two clock 
periods, the Media Clock Recovery module continually generates to increment or decrement 
output frequency of the device so that the local media clock is synchronized to the source 
media clock. [27] 
 

3.2.2 Latency Computation 
The delay in AVB lQueue(m, q) is calculated using the traffic class's position, queue q's 
reserved bandwidth, and the message m. Consider a series of AVB queues that will pass Q 
through m (see, for example, Eq. (1), (2), (3), and (4)). 
 

                                             lQueue(m, q) = ds(m, q), if q= qs                                                   (1) 
 lQueue(m, q) = d0(m, q), if q= Q0                                                                (2) 

                                             lQueue(m, q) = dn(m, q), if q= Qn                                         (3) 
 

The queue qs with the smallest bandwidth requirement for the traffic class must be 
considered. If the traffic bandwidth allotted to the bottom of the queue is the same, so qs is the 
highest. At qs, the cumulative shaping delay is applied. Where Q0 is a list of AVB queues that 
routes m (the message) ahead of qs. m (the message) and Qn, which is routed over after qs, are 
the AVB queues. Equation (4) explains it as following, 
 

Q = Q0∪{qs}∪Qn with 
Q0∩{qs} = Q0∩Qn = {qs}∩Qn = ∅                                       (4) 
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3.2.3 RLMM 
We suggest an integrated approach based on in-vehicle interface experiments. The suggested 
scheme is represented in condensed form in Fig. 7. The usage of CPU rises by more than 65 
percent while the AVB talker is running, according to test results in an embedded multi-core 
ARM environment. In this case, the CPU consumption was deemed undesirable, and tests have 
shown that optimizing the GPU will minimize the latency. By accelerating the GPU, it is 
possible to reduce the resource consumption of UI capture and audio/video decoding while 
also satisfying the device specifications of multimedia equipment. It uses a GPU optimization 
algorithm to minimize CPU consumption. [28] The UI capture time is greatly decreased by 
speeding and optimizing the GPU, as seen in Fig. 8. 

GPU Algorithm Optimization 
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Set high priority for the capturing algorithm 

Capture UI 

Merge UI with Camera raw video data 

Encoding merged video stream 

Encoder Optimization 

End 

AVB Packetizing 

AVB Talker 

Send packet via Ethernet 

AVB Listener 

AVB Depacketizing 

Decoding 

Displaying 

Fig. 7. The proposed RLMM flowchart. 
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In this paper, we propose a frame capture method as shown in Fig. 9. In general, the frames 
are captured at the frame buffer in proportion to the input image. If the input is 30fps, the 
captured frames could be 30fps. We found that the usage CPU is increased during the 30fps 
capture procedure while the usage of GPU is used than we are expected. We have investigated 
the optimization of system if there is any way to reduce the latency by using the GPU. [29] 
The proposed capturing of frame method shows that it captures four times more frames at the 
same time (1s) than before. After capturing 120fps, we dropped it into 30fps. The result shows 
that the proposed algorithm is possible to reduce the capture time by 4 times, Eq. (5). 
 

Original Capture Time : FC(t)  
Proposed Capture Time : FC(t) / GPU acceleration time                                       (5) 

 
Where, FC(t) : Frame Capture Time 
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In addition, we used a system with optimized AVB configuration to implement the design 
in the encoder. The proposed algorithm allows the delay reduction of all system aspects. There 
are many options for the encoding method, in consideration of the compression rate and 
resolution of the image according to the specifications requested by the automotive OEM 
(Original Equipment Manufacturer), it was confirmed that setting the specific coefficient in 
agreement with the vendor can reduce the delay. The encoder setting's chosen SDME (Speed 
Dependent Motion Estimation) methodology could reduce computational processing time. [30] 
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Fig. 9. GPU acceleration with the proposed capturing of frame method. 
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For a long time, the perceptual video coding depending on ROI (Region of Interest) technology 
has been created. In the past, ROI-based video coding methods had limitations when defining 
ROI. The foreground/background video coding algorithm adopts this method. [31] Visual 
focus approaches have been created in recent years to recognize more versatile ROIs or ROA 
(Region of Areas) of concern than previously. Smaller quantization parameters are used in the 
ROI video coding process to reflect a ROI with less distortion, which can vastly increase the 
overall video's subjective consistency.  On the other hand, using different quantization 
parameters for within and outside the ROI will result in objects at the ROI boundary. The 
emphasis and characteristics of HVS (Human Vision System) are not taken into account by 
some current ROI video coding algorithms. The quantization parameters for the ROI and 
context regions are coded using fixed weights. As a result, the ROI video coding system is 
inadequate for eliminating perceptual redundancy. ROI-based video coding can improve 
coding quality by using the perceptual features of HVS by integrating with the foveation model. 
The visual attention system has recently allowed the identification of multiple ROIs. The 
perceptual and visual features of a video coding sequence are shown in Fig. 10. The key point 
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MV3 MV2 

MV0 MV1 

2nd 
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the closest 
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frame 
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Fig. 10. Video coding sequences provide a perceptual graphical element. 
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here is that the human perception is susceptible to well-structured entity motion (MV0 which 
MV1) (Motion Vector) and makes significant illusions in areas that shift with random 
structures (MV2 and MV3). Fast objects have greater motion vectors than slow objects since 
the size of the motion vector is proportional to the distance between the actual video frame 
and the closest reference video frame. Through identifying MBs (Motion Block) ahead of time, 
the proposed algorithm reduces numerical processing. The proposed SDME aims to minimize 
computation time by missing some MBs while maintaining the best possible RD (Rate 
Distortion) efficiency. The properties of HVS are used to design SDME. To start, the motion 
of the motion vector can be calculated as shown in Equation (6) below to see if the motion of 
MB is wide enough to induce motion blur. 
 

MVDistV = |𝑀𝑀𝑀𝑀�⎯� |                                                    (6) 
 
Where MV denotes the motion vector used to encode the MB difference between the present 
and reference video frames. This covers the volume and speed of movement. Following that, 
the maximal scale value is represented by the DV (Distance Value) as follows: 
 

DV = �(𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ)2 + (ℎ𝑒𝑒𝑒𝑒𝑒𝑒ℎ𝑡𝑡)2                                          (7) 

 
The horizontal and vertical measurements of the input image are height and width, respectively. 
These parameters are calculated using an OV (Offset Value) and can be obtained using Eq. (8) 
to quantify MVDistV as a percentage of DV. 
 

                                       OV = MVDistV
DV

= �1, 0 ≤ OV ≤ 1
0, otherwise                                        (8) 

 
where OV is restricted to a scale of 0 to 1. 
 
Then we set the LT (Lowest Threshold) and HT (Highest Threshold) to see if SDME was 
turned on. Since the SDME algorithm is only enabled when the OV is between LT and HT, 
Equation (8) is crucial in implementing SDME. The thresholds of LT and HT are the set range 
of the input sequence before coding, the minimum LT is 0 (0%), the maximum HT is 1 (100%), 
and is determined taking into account the HVS and various experimental variables, which are 
the overall speed. Frames and search range of test sequences: 
 

Lowest Threshold (LT)  ≤  OV ≤  Highest Threshold (HT)                (9) 
 
When the suggested SDME method is turned on, it collects MVDistV, DV, and OV and 
compares them to LT and HT. If the OV is between LT and HT, the largest block mode is 
selected as the best mode for calculating MB with the least amount of computation. The SDME 
algorithm is critical in determining the difference between the suggested and normal methods. 
The best findings are explained in Section 4. 
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4. Experimental Result and Analysis 

4.1 Test Environment 
In this paper, we designed to be able to test the various AVB systems introduced in the 
previous section. As explained in Fig. 11, the test environment for the external camera, the 
non-display device, and the display device (head unit) among several systems are described. 
The linux-based benchmark devices were used for HW, open-sources, Gstreamer were 
adopted for SW to create pipelines for each structure. In the experiment, OpenAvnu was used 
as the software for AVB environment. The Avnu Alliance is the project sponsor for OpenAvnu. 
The goal is to offer components for the development of AVB/TSN systems. The repository 
primarily provides network building block components - drivers, libraries, sample applications, 
and daemon source code - involved in building an AVB/TSN system. It is intended to 
ultimately contain different packet encapsulation types, protocol discovering daemons, and 
algorithms to convert media clocks to AVB clocks and vice versa. Visit the Avnu Alliance 
webpage at www.avnu.org for further information about AVB/TSN. The open-source website 
of GitHub for OpenAvnu could be found here. [32] Table 1 describes the experimental 
environment and specifications in detail. We have established some typical test environment 
for conducting tests in a well-defined manner so that the results can be compared fairly. 
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Fig. 11. A system pipeline structure of Gstreamer among AVB devices. 



3040                                                      An et al.: Real-time Camera and Video Streaming Through Optimized Settings of  
Ethernet AVB in Vehicle Network System 

Table 1. The test environment and specifications of devices 
 

Devices Components Specifications 

Ethernet Camera Resolution H.264 (1920x1080p@30fps) 

LVDS Camera Resolution H.264 (1920x1080p@30fps) 

LVDS to HDMI Converter Resolution H.264 (1920x1080p@30fps) 

Ethernet Switch Speed 10/100/1000Mbps 

Multimedia Device 
(Qualcomm Evaluation Kit) 

CPU QCS605, KryoTM 300, Octa-core, 
64bit, 2.5GHz 

GPU Adreno 615, 64bit, 780MHz 

DDR 4GB (LPDDR4) 

Video Encoder H.264 (1920x1080p@30fps) 

Video Decoder H.264 (1920x1080p@30fps) 

OS Kernel 4.9 (Android Oreo 8.1) 

Gstreamer v1.14.5 

Computer Language C / C++ / Shell Script 

SDK Provided by EVK 

AVB Software OpenAvnu 

Head Unit 
(PC) 

CPU Intel(R) Core (TM) i7-8550U, 1.80GHz 

DDR 16GB (LPDDR4) 

GPU 
NVIDIA QUADRO P2000 
(Memory 5GB GDDR5, i/f 160-bit, 
B/W 140GB/s, CUDA Cores 1024) 

OS Ubuntu v18.04 LTS 

NVIDIA SMI Driver v440.000 

NVIDIA CUDA V10.2.89 
NVIDIA Video 

Codec SDK V9.0.20 

Gstreamer v1.14.5 

Computer Language C / C++ / Shell Script 

AVB Software OpenAvnu 
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4.2 SR class latency target 
One of the goals of the AVB specification is to make it possible to configure an AVB network 
that meets standard end-to-end latency metrics in the worst-case scenario of a stream being 
transmitted between the talker and the listener. For SR classes A and B, the target value for 
the maximum delay time [802.1 BA] from talker to listener is defined as shown in Table 2. 
The SR Class A and B latency targets embody the specifications of many common 
implementation situations and must not be treated as a rigid cap on the video network's end-

to-end latency. However, it provides a firm base for pursuing "plug & play" interoperability. 
[1] The 802.1Q specification defines variables that lead to a bridge's latency contributions. 
SRP needs talkers including bridges to record the network's worst latency for each hop. The 
worst-case latency for a class A stream can be calculated using Equation (10) as following: 
 

Latency maximum = tDevice + tMaxPacketSize+IPG + (tAllStreams – tStreamPacket+IPG) 
× Rate/MaxAllocBand + tStreamPacket                                                                (10) 

where, 
• tDevice 

: The device's internal latency 
• tMaxPacketSize+IPG 

   : The transmission time for maximum size interfering frame and preamble and SFD 
(Start of Frame Delimiter) and subsequent IPG (Inter-packet Gap) 

• tStreamPacket 
: The transmission time, preamble and SFD for the maximum frame size of the 

reserved stream 
• tStreamPacket+IPG 

 : The transmission time, preamble and SFD, and next IPG for the maximum frame 
size of the reserved stream 

• Rate 
 : The port's transmission rate 

• MaxAllocBand 
 : The maximum bandwidth that can be allocated, the maximum bandwidth that the 

AVB system can allocate to the port's stream. 
• tInterval 

 : The observation interval, or 125 µs 
• tAllStreams 

      : (MaxAllocBand × tInterval) / tRate = The sum of the transmission times of all stream 
frames that the AVB system can allocate in the observation interval (125 µs) on the 
port. [1] 

 

 
Table 2. MTT (Maximum Transit Time)  

 

A Standard of MTT Time (ms) 

SR Class A 2 

SR Class B 10 
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4.3 Analysis of Experimental Results 
A system model was created to test, verify, and analyze AVB's experimental results against 
existing Ethernet requirements in order to explore the viability of using AVB standards. [11], 
[12], [13], [26], [27] The component and the test system model configuration are visualized in 
Fig. 4, which finds the hardware and software modules appropriate for in-vehicle network 
connectivity. A single central network switch, diverse cameras, and digital devices make up 
the in-vehicle network. A full-duplex connection connects the switches and equipment. 

Table 3 displays the experimental results of the proposed system. In our exploration, we 
experiment to get the same results at network cameras, switches, head units, and monitors 
(displays) that have not been improved in our experiments. Major improvements have been 
achieved in multimedia devices. In particular, it showed great improvement in the process of 
merging UI and camera video, the UI capture process of capturing the merged image in the 
frame buffer, and the video encoder optimization process. First, when RLMM was not utilized, 
the speed of the real-time merging of UI and the camera video was 22.2 milliseconds. When 
RLMM was used in the same scenario, the result was 7.1 milliseconds and a speed 
improvement of -15.1 milliseconds (68.0 percent).  Second, when RLMM was not utilized, a 
delay of 115.4 milliseconds was observed in the process of capturing the merged images on 
the frame buffer in real-time which had the largest latency of the AVB system. The suggested 
technique yielded an excellent result of 15.2 milliseconds. When it comes to the improvement 
of latency, the RLMM achieves a reduction of -100.2 milliseconds (86.8 percent). 

Table 3. Comparison of proposed RLMM and existing AVB system 
 

 

Devices Components Without 
RLMM (ms) 

Proposed 
RLMM (ms) 

Decreased 
Latency (ms) 

△ 
(%) 

Network Camera 61.3 61.3 - - 

Network Switch 1.52 1.52 - - 

Multimedia 
Device 

(Share the 
display of H/U) 

AVB Listener 10.1 10.1 - - 

UI + Camera video 22.2 7.1 -15.1 68.0% 

UI Capture 115.4 15.2 -100.2 86.8% 

Video Encoder 62.1 27.2 -34.9 56.2% 

AVB Talker 52.7 52.7 - - 

Network Switch 1.52 1.52 - - 

Head Unit 
AVB Listener 10.3 10.3 - - 

Video Decoder 22.2 22.2 - - 

Monitor 5.1 5.1 - - 

Latency Total 364.4 214.2 -150.2 41.2% 
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Table 4. The PSNR result of decoded video frames 
 

Decoded 
Frames 

Average PSNR (dB) 

Original 
Method 

Proposed 
RLMM 

△ 
(dB) 

△ 
(%) 

1 – 30 35.26 35.22 -0.04 -0.11 

31 – 60 35.25 35.20 -0.05 -0.14 

61 – 90 35.39 35.23 -0.16 -0.45 

91 – 120 35.24 35.18 -0.06 -0.17 

121 – 150 35.20 35.10 -0.1 -0.28 

151 – 180 35.11 35.05 -0.06 -0.17 

181 – 210 35.10 35.02 -0.08 -0.23 

211 – 240 35.25 35.20 -0.05 -0.14 

241 – 270 35.31 35.23 -0.08 -0.23 

271 – 300 35.15 35.04 -0.11 -0.31 

Total Average 35.226 35.147 -0.079 -0.22 
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A significant reduction was obtained through optimization of the GPU algorithm, but the 
concern about frame drop had to be taken into account. Table 4 compares the results of the 
objective image quality evaluation in the proposed RLMM and the existing method. As a result 
of the experiment, we compared the PSNR (Peak Signal-to-Noise Ratio) of the decoded frames. 
There was an average of -0.079dB (-0.22%) degradation in image quality, but it was not at the 
level we were concerned about. The proposed method had a slight deterioration in image 
quality through image quality comparison, but only a slight difference was seen; therefore, it 
was confirmed that the proposed low-delay algorithm has an influence on reducing the latency.  
Third, we compared the optimization results of video encoders. The transmission rate was 62.1 
milliseconds when RLMM was not used, but it was 27.2 milliseconds when RLMM was used. 
A delay of -34.9 milliseconds (56.2 percent) was decreased according to video encoder 
improvement. Overall, End-to-end processing rates are substantially faster than in previous 
models for the same payload as shown in Fig. 12. As a result, the suggested RLMM method 
significantly reduces the latency of AVB system from 364.4 milliseconds to 214.2 
milliseconds. The overall system achieved an average improvement of about 42.1 percent. 
 

5. Conclusion 
We evaluated the AVB network latency in this article, developed a new approach based on the 
study result and suggested the optimization algorithm of AVB system on Linux embedded 
devices. The focus of this paper was to analyze the effect of delay reduction between 
components of in-vehicle network equipment in detail by function. For the level of practical 
use available for commercial products, the proposed RLMM has shown that there is a delay 
reduction of about 41% across the entire AVB system. The suggested method of adapting to 
the automotive network world is supposed to minimize the time in the design and production 
phase considerably. In addition to a latency review evidence for AVB, we have proposed 
alternatives for actual trials. In this project, a vehicle multimedia camera was generally tested 
using 2M (1920x1080). The inclusion of images over 8M (3840x2160) in vehicles using the 
proposed algorithm is supposed to make a larger impact. More study will lead to further 
advancements in AVB system, although it may be difficult to considerably exceed the 
suggested optimized GPU method design. The proposed approach has shown tremendous 
promise in the image processing for automotive artificial intelligence technology, although 
this study is just beginning to develop. Consequently, it is anticipated that AI algorithms in 
autonomous driving are a great aid in the real-time interpretation and analysis of videos 
through the optimized camera and video streaming using the enhanced AVB system. In the 
future research, we plan to investigate the high-speed and low cost for wide-ranging 
deployment in various video applications. 
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