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Abstract 

 
Pose estimation of the sensor is important issue in many applications such as robotics, 
navigation, tracking, and Augmented Reality. This paper proposes visual-inertial integration 
system appropriate for dynamically moving condition of the sensor. The orientation estimated 
from Inertial Measurement Unit (IMU) sensor is used to calculate the essential matrix based 
on the intrinsic parameters of the camera. Using the epipolar geometry, the outliers of the 
feature point matching are eliminated in the image sequences. The pose of the sensor can be 
obtained from the feature point matching. The use of IMU sensor can help initially eliminate 
erroneous point matches in the image of dynamic scene. After the outliers are removed from 
the feature points, these selected feature points matching relations are used to calculate the 
precise fundamental matrix. Finally, with the feature point matching relation, the pose of the 
sensor is estimated. The proposed procedure was implemented and tested, comparing with the 
existing methods. Experimental results have shown the effectiveness of the technique 
proposed in this paper. 
 
 
Keywords: IMU, pose estimation, pose tracking, sensor fusion, visual-inertial fusion. 
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1. Introduction 

The position and orientation information of an object is known as pose. Position represents 
the three-dimensional location of the object, while orientation can be expressed as a series of 
consecutive rotations. Estimating the pose of the sensor is important in navigation system. 
Pose estimation has been studied over the past few decades and various technologies have 
been researched. There are several approaches to estimate the pose of the sensor. The well-
known method is using inertial or visual sensors. 
Inertial Measurement Unit (IMU) sensors have been widely used for pose estimation in various 
applications including robots, aircrafts and navigation systems. IMU sensors normally contain 
three orthogonal accelerometer axis and three orthogonal gyroscope axis. IMU sensor can 
obtain the data in high-frequency rate and calculate the accurate results without complex 
operation. Therefore, IMU sensor can track the fast and abrupt movements. In addition, it can 
be small size, light weight, low cost, and adopt wireless communication technologies. 
Furthermore, they are robust to the illumination changes and visual occlusions. However, it 
has a drift problem accumulated from the position estimation [1, 28]. Therefore, additional 
sensor is normally used to aid the IMU sensor in the pose estimation. Some researches 
proposed to use Global Positioning System (GPS) [2, 25, 26] with IMU sensor to overcome 
the problem of a long-term drift. However, the major problem of the GPS is intermittent loss 
of signal, especially for indoor environment [3]. 
Vision-based tracking has high accuracy for pose estimation [4-6]. It can precisely track the 
relative motion between the camera and objects by measuring the movement of selected 
features in the consecutive image sequences. There are various methods in feature detection. 
Local detector such as SIFT (Scale-Invariant Feature Transform) [7] and SURF (Speeded-Up 
Robust Feature) [8] are invariant to the rotation and illumination change [9]. BREIF [10], ORB 
[11], AKAZE [12] are also well known feature detectors for tracking. Those feature points can 
be used to calculate the pose of the camera [13]. However, vision sensor normally suffers from 
lack of robustness, low frequency of data acquisition, and high computational cost. The main 
problem of vision-based tracking systems is instability with fast moving dynamic scene 
because of the loss of visual features. In addition, vision-based tracking systems are severely 
affected by occlusion matter. To overcome these problems, some researchers proposed 
approaches to take advantage of both the vision sensor and inertial sensor [14-16].  
Typically, measurements of visual and inertial sensors are combined with filtering method 
[27]. Kalman filter methods are normally selected to perform sensor fusion by integrating 
measurements from various sensors. Kim and Park [17] developed a sensor fusion framework 
by combining Radar, Lidar and camera with Extended Kalman Filter (EKF) for pose 
estimation. Foxlin and Naimak [18] used both the inertial and vision data by a complementary 
Kalman filter for a pose estimation based on fiducials. Rehbinder and Ghosh [19] adopted 
gyroscope to measure the orientation, and proposed a vision-based system focusing on 
reducing the drift error of the IMU framework. Although several researches showed that the 
inertial data can improve the vision-based tracking, the optimal way to integrate the data from 
inertial sensor and vision sensor is yet to be brought up. Moreover, the integration of inertial 
data often causes instabilities in position estimation [20, 24].  
The purpose of this paper is to overcome the instabilities of sensors and increase the accuracy 
of the pose estimation by using camera and IMU sensor. The proposed approach fused the data 
from the IMU sensor and the camera to estimate the pose of the sensor more precisely and 
more robustly. As a result, the proposed method can estimate the pose of the sensor in real 
time, and it can be applied for various applications including robot, autonomous driving, etc.  
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The remainder of this paper is organized as follows. Section 2 explains the approach to the 
proposed pose estimation method. Section 3 describes the methodology of the proposed pose 
estimation algorithm in details, and section 4 shows the results of the experimentation with 
indoor datasets. Finally, the summary of the paper is given in the last section. 
 

2. Approach to The Camera-IMU Fusion 

2.1 Feature Matching 
To calculate the pose of the camera using the image sequences, visual features should be 
obtained from the image sequences. Feature points can be detected by the detector including 
SIFT, SURF, AKAZE, etc. Because of the lower computational cost and moderate 
performance, ORB [11] is widely used in feature tracking applications. Then, descriptors are 
used to find the matching relations in the given sets of feature points. Fig. 1 shows the example 
of feature point matching result with ORB detector and descriptor. Using feature point 
matching relations and camera calibrated parameters, the camera extrinsic parameters can be 
calculated. 
 

 
Fig.1. The example of ORB feature matching result. 

 
However, as mentioned earlier, the pose estimation results can be unstable because of the 
dynamic image sequences. Illumination change, blur, and motion of the objects can adversely 
affect the position or matching relation of the feature points in the images. Consequently, the 
estimated pose results can be instable. To overcome this problem, we used epipolar geometry 
to remove the outliers of the feature points [13, 23].  
If the camera is not moving, the same feature points must lie on the same position in the next 
image frame. Then, the distances of the corresponding feature points are calculated, and the 
feature points which have distances higher than the threshold can be removed from the pose 
estimation. On the other hand, if the camera is moving, the same feature points must lie on the 
epipolar line in the next image frame. The feature points which have distances higher than the 
threshold are considered as outliers. The epipolar line and the outliers are shown in Fig. 2. 
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Fig. 2. The example of outlier removal process with epipolar geometry (a) epipolar line example (b) 

outlier detected by epipolar geometry. Red dots are considered as outlier. 
 
However, if the feature points have a large portion of outliers in an image (e.g. blur, occlusion), 
it is difficult to determine the outliers properly with epipolar geometry. The epipolar line is 
drawn with the fundamental matrix which is calculated from the matching feature points and 
camera parameters. If the matching of feature points is not accurate, the fundamental matrix 
and epipolar line become inaccurate. As a result, the outlier rejection becomes challenging. To 
overcome this instability of the vision sensor, we decided to use IMU sensor as the initial 
estimator of the camera pose rather than feature matching. 
 

2.2 Camera-IMU Fusion 
Normally, IMU sensor has 6 DoF (degree of freedom) and can obtain linear and angular 
acceleration with high-frequency rate. As we mentioned above, IMU sensors generate fast 
signals with high rate during dynamic motions. However, they are sensitive to accumulated 
drift error because of the double integration process in the pose estimation procedure. On the 
other hand, camera sensors can precisely estimation the ego-motion even with the long 
estimation time. However, they have weaknesses in blurred features under fast and unpredicted 
motions. Fig. 3 shows example of the pose estimated from the vision and inertial sensor. It 
shows the translation change in x-axis over frame. We obtained the data from each sensor with 
the same frame rate (30fps). As the sensor captured the image in static state, the ground truth 
must be zero. Both errors from each sensor are low because the camera is in static state, but 
they show distinctively different tendency. IMU data has high rate of flipping error and 
because of the drift error, the error is slightly increasing. On the other hand, vision sensor has 
no. drift error, but sometimes error occur sharply because of the unpredicted motion of the 
image (e.g. illumination change, motion of the object). The aim of Camera-IMU sensor fusion 
is to overcome some fundamental limitations of visual-only tracking and IMU-only tracking 
by using the both sensor complementarily. 
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Fig. 3. The example of pose estimation from vision and IMU sensor. 

 
As the IMU sensor can estimate the pose change of the consecutive image invariant to the 
abrupt motion, the transformation matrix obtained from IMU sensor can be used to the initial 
value for the fundamental matrix calculation. After removing the outliers with the initial 
fundamental matrix, the feature matching method will produce more precise transformation 
matrix. The overall procedure of the proposed method is shown in Fig. 4. Detail explanation 
will be given in the next section. 
 
 

 
Fig. 4. Overall procedure of the proposed pose estimation method. 
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3. Proposed Pose Estimation Method 
The goal of the proposed pose estimation is to find the corresponding feature points belonging 
to the same object in consecutive image sequences. Firstly, the connected pixels in the first 
image of the image sequences are marked as the target feature points. To obtain the connected 
pixels, the detector is used for the feature point detection. The extracted features can be colors, 
texture, edges, GLOH, SURF, SIFT, etc. The proposed method used ORB because of its fast 
and relatively robust feature detection property. Secondly, a tracking of feature points is 
performed to determine the location of the target feature points in the next image sequences. 
It is especially difficult to track feature points at the moving camera situation. Finally, with 
the obtained feature matching relations, the pose change of the sensor can be calculated. In the 
proposed method, the IMU estimates initial value of rotation (𝑅𝑅0) and translation (𝑡𝑡0). Since 
the raw data has a bias error, we applied Kalman filter [21] to reduce the error of the raw data. 
The initial fundamental matrix is calculated from the following equation. 
 

𝐹𝐹0 = 𝐾𝐾−𝑇𝑇𝑅𝑅0𝐾𝐾𝑇𝑇[𝐾𝐾𝑅𝑅0𝑇𝑇𝑡𝑡0]𝑋𝑋 (1) 
 
where 𝐾𝐾  are the calibration data of the camera. Calibration data is the intrinsic parameters of 
the camera. It can be calculated using the bundle adjustment.  
The feature points (𝑑𝑑𝑛𝑛−1′ ,𝑑𝑑𝑛𝑛′ ) are detected from the consecutive images (𝐼𝐼𝑛𝑛−1,  𝐼𝐼𝑛𝑛) captured by 
the camera. The well-known detector ORB [11] is used in the proposed method. Using the 
initial fundamental matrix 𝐹𝐹0 and the feature points 𝑑𝑑𝑛𝑛−1 , the epipolar line can be drawn in 
the consecutive image 𝐼𝐼𝑛𝑛. Then, the epipolar line and feature point distance is calculated with 
the equation (2). 

𝑑𝑑 =
|𝑎𝑎𝑎𝑎 + 𝑏𝑏𝑏𝑏 + 𝑐𝑐|

√𝑎𝑎2 + 𝑏𝑏2
 (2) 

where u and v are the coordinates of the feature point, and a, b and c represent the coefficient 
of the epipolar line, 𝑎𝑎𝑎𝑎 + 𝑏𝑏𝑏𝑏 + 𝑐𝑐 = 0. 
Feature points with distance above the threshold is considered outliers. The optimal threshold 
value is obtained by experiments. We applied a threshold value for 1.5 pixel, which means if 
the corresponding feature point is far from epipolar line more than 1.5 pixel, that feature point 
is considered as an outlier in the pose estimation procedure. 
After the outliers are removed from the feature points (𝑑𝑑𝑛𝑛−1′ ,𝑑𝑑𝑛𝑛′ ) , these feature points 
matching relations are used to calculate the precise fundamental matrix (F). Then, the above 
procedure is repeated again to remove a few outliers remaining in the feature points. Finally, 
with the feature point matching relation, the pose of the sensor is estimated. 
Fig. 5 shows the error estimated from the feature point matching related to the iteration of 
outlier removal process. We tested with 100 dataset of indoor scene, and the average error is 
plotted according to the iterations. As it can be seen in Fig. 5, five times of iteration is enough 
for the outlier removal process. 
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Fig. 5. Outlier removal result related to the iteration 

 
In the next section, experimental results of the various pose estimation methods are 
demonstrated. 

4. Experiments and Results 
For the experiment, we used commercial sensor ZED 2 (StereoLabs, San Francisco, USA) 
which includes camera and IMU sensor in one platform. The raw IMU sensor data are 
transferred to the host computer at 100 Hz via the USB 3.0 port. Camera can capture image 
sequences in 30fps with Full-HD resolution. We captured the both data in 30fps to synchronize 
the data from camera and IMU sensor. The time elapsed, which is the difference between the 
time instant when the acquisition process starts and the time instant when a new image frame 
is available, is collected together with the sensor data. The drift of the IMU sensor in 
translational axis is 0.35% and the drift in rotational axis is 0.005 °/m. The configuration of 
the experiment is shown in Fig. 6. After collecting data with the sensor, the data were 
transferred to the personal computer and the various pose estimation methods were tested with 
an i7-4790K processor with 16GB memory and a Windows 10 operating system. 
 

 
Fig. 6. Configuration of the experiment. 

 
Four pose estimation methods were experimented. The proposed method and the pose 
estimation method using only feature point matching (ORB) were implemented using OpenCV 
library [22]. Also, the previous method using Kalman filter to integrate the result of ORB and 
IMU data  and pose estimation method using only IMU were implemented for the comparison.  



3018                                                Jung et al.: Pose Tracking of Moving Sensor using Monocular Camera and IMU sensor 

We collected the data of moving sensor from 1m to 5m for 10 times (50 datasets). The example 
of test results for each dataset is shown in Fig. 7. The results of four pose estimation methods 
were compared with the given dataset. (a) shows one test result with the dataset moving 1m. 
The position results of various pose estimation methods must converge to 1m. (b) shows one 
test result with the dataset moving 2m. The position results of each pose estimation methods 
must converge to 2m. (c) shows one test result with the dataset moving 3m, which the results 
of pose estimation must converge to 3m. (d) shows one test result with the dataset moving 4m, 
which results of pose estimation must converge to 4m. (e) shows one test result with the dataset 
moving 5m, which results of pose estimation must converge to 5m. ‘proposed’ is the pose 
estimation method proposed in this paper. ‘IMU’ is the method using only IMU to estimate 
the position of the sensor. ‘ORB’ is the method using feature matching to calculate the position 
of the sensor. ‘IMU+ORB KF’ is the previous method using both IMU and camera sensor with 
the Kalman Filter.  
 

 
(a) 1m dataset                                                                 (b) 2m dataset 

 
(c) 3m dataset 
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(d) 4m dataset 

 
(e) 5m dataset 

 
Fig. 7. Pose estimation result for the example dataset. 

 
As it can be seen in the graph, the pose estimation result from the IMU sensor (orange line) 
has the largest error because of the drift. The value of IMU sensor is over estimated in the end 
of the measurement. Pose estimation from the ORB feature matching (grey line) fluctuates 
because of the instability of the image. In a complex scene, the error of feature matching might 
increase significantly. As the two sensor data were both used in the proposed method (blue 
line) and in the Kalman Filtering method (yellow line), they showed improved performance in 
the given experiment. In addition, the proposed method shows more stable tendency compared 
to the other methods. The average position of the various methods for each datasets are shown 
in Table 1. 
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Table 1. Average position of the tested algorithms. 
 

Algorithm Proposed IMU ORB IMU+ORB 
KF 

Data set1 (m) 0.99997 1.00986 0.98998 1.00101 

Data set2 (m) 2.00021 2.02598 1.99001 2.00990 

Data set3 (m) 2.99988 3.05017 2.94997 2.97474 

Data set4 (m) 3.98997 4.06004 4.03996 4.04022 

Data set5 (m) 5.00996 5.09877 4.89899 5.07997 

Standard Deviation 0.00048 0.00896 0.02511 0.01170 

 
The average error of each dataset can be shown in Fig. 8. The method using IMU shows the 
largest error, and the error increases when the data acquisition time increases. The method 
using feature matching algorithm shows randomized error. The error of Kalman Filtering 
method is slightly smaller than the feature matching or IMU method. The proposed method 
shows the smallest error compared to the other algorithms. The average error of the proposed 
method is 0.12%, which is better than the other methods, IMU 1.48%, ORB 1.23%, Kalman 
Filtering 0.81%.  
 

 
Fig. 8. Average error of various algorithms for each dataset. 

 
We also tested each algorithm with the data which were collected by the cart moving in a circle 
inside the office. The Fig. 9 shows the position tracking result with the four algorithms 
including the proposed method. The trajectory of the proposed method shows the smoothest 
curve which seems to be the real movement of the sensor. The Kalman Filtering method also 
shows smooth curve, but the end of the point doesn’t match the beginning of the curve. Since 
the dataset shown in Fig. 9 have no. ground truth, the error analysis is not appropriate in this 
situation. As it can be seen in Fig. 7-9 and Table 1, the proposed method shows the best 
performance among the tested algorithms. 
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Fig. 8. Position tracking result of the indoor data. 

5. Conclusion 
In this Research, a new pose estimation method using image sequences and IMU sensor is 
proposed. The feature point matching method has a fundamental problem of instability in the 
dynamic scenes. The proposed method used IMU sensor to obtain the initial pose of the sensor. 
Then, the epipolar geometry is applied to eliminate the outliers in the feature points. With the 
feature points of outliers removed, matching relation generates the more accurate pose of the 
sensor.  
One of the major attributes of the proposed method is that it improves the accuracy of feature-
based pose estimation, which has weaknesses in the moving image sequence. The proposed 
method used IMU sensor to compensate the pose estimation procedure, and it reduces the 
instability error in the pose estimation.  
The proposed method was implemented and was tested with the other methods. 
Experimentation shows that the proposed method provides better pose estimation results and 
is more robust compared to the other methods.  
The limitation of the proposed method is the computational cost. Also, the abrupt movement 
will cause the algorithm to malfunction as it is the fundamental problem of the sensors. The 
proposed method needs optimization at abnormal situations through additional tests. More 
research must be taken using datasets with the ground truth data to analyze the error tendency 
of the pose estimation trajectory of various algorithms. Also, the research on the data from 
outdoor should be considered in the future work. 
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