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Abstract 

For the mobile edge computing (MEC) system supporting dense network, a joint allocation algorithm of 

computing and communication resources based on reinforcement learning is proposed. The energy 

consumption of task execution is defined as the maximum energy consumption of each user's task execution in 

the system. Considering the constraints of task unloading, power allocation, transmission rate and calculation 

resource allocation, the problem of joint task unloading and resource allocation is modeled as a problem of 

maximum task execution energy consumption minimization. As a mixed integer nonlinear programming 

problem, it is difficult to be directly solve by traditional optimization methods. This paper uses reinforcement 

learning algorithm to solve this problem. Then, the Markov decision-making process and the theoretical basis 

of reinforcement learning are introduced to provide a theoretical basis for the algorithm simulation experiment. 

Based on the algorithm of reinforcement learning and joint allocation of communication resources, the joint 

optimization of data task unloading and power control strategy is carried out for each terminal device, and the 

local computing model and task unloading model are built. The simulation results show that the total task 

computation cost of the proposed algorithm is 5%–10% less than that of the two comparison algorithms under 

the same task input. At the same time, the total task computation cost of the proposed algorithm is more than 

5% less than that of the two new comparison algorithms. 
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1. Introduction 

For the user equipment (UE), limited resources and power are the major factors affecting its service 

quality. With its birth, mobile edge computing (MEC) technology places the MEC server with efficient 

computing capabilities at the edge of the mobile network, closer to the user [1-3]. 

In [4], the offload decision mainly considers three states: task queue state, local processing unit state 

and launch unit state. Considering the energy consumption of processing data and the allocation of 

computing resources [5], the semidefinite relaxation scheme is expanded in [6]. However, the above 

literatures fail to consider the dynamic arrival of tasks [7]. In [8], energy collection and tasks with 

different priorities are emphasized. At the same time, a low time complexity calculation offloading 
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scheme is proposed, and the algorithm training is accelerated by using value function approximation. 

The above documents are for a single MEC service node. In order to achieve ubiquitous edge 

computing, the authors [9] studies a stochastic optimization problem to minimize the cost of the MEC 

system. In a closed form, the best CPU frequency and the best transmit power can be realized. Dihn et al. 

[10] proposes a computing offload architecture that allows mobile devices to offload tasks to multiple 

edge servers. By jointly optimizing offload decisions and CPU frequency scaling, a positive semidefinite 

relaxation scheme is obtained. In [11], two task unloading algorithms that consider both energy efficiency 

and computation time constraints are proposed. For the first case, a system environment that rarely 

changes, an optimal static algorithm based on dynamic programming technology is proposed to obtain 

an accurate solution. 

Although the above literature can achieve good results under different constraints and scenarios for 

computing offloading, it rarely considers the problems of dynamic offloading, access and joint 

optimization of resources under multiple servers. Therefore, this paper designs an efficient joint computing 

and communication resource allocation model for MEC systems. The model uses reinforcement learning 

algorithm, which aims to ensure the performance of traditional algorithm while solving the high 

complexity of traditional algorithm in MEC. The main contributions of this paper are as follows: 

Under the constraints of task offloading, power allocation, transmission rate, and computing resource 

allocation, an efficient joint learning and computing resource allocation algorithm based on reinforcement 

learning is proposed for MEC systems. The problems of computing task offload and power control in the 

MEC system with multiple base stations alleviate the data processing pressure of the MEC server. 

 

 

2. Modeling 

2.1 System Model 

Consider a MEC system consisting of V small base station deploying MEC servers and UEs to support 

dense networking, as shown in Fig. 1. Define the UE set as Σ = {1,2, … , �}; let � ∈ Σ denote UE �, and 

|Σ| = �. UE can choose to execute the task locally, and also unload the task to MEC server for execution 

through the link. The set of small base station (BS) is Γ = {1,2, … , �}. Let � ∈ Γ denote small BS �, and 

|Γ| = �. Assuming that the UE in the system needs to perform energy-intensive and computationally 

intensive tasks, and the task request of the UE � can be represented by the binary group (�� , ��). Then, �� 

(bits) represents the input data amount of the UE task. �� represents the amount of computing resources 

required to complete the UE task, and its unit is the number of cycles. 

Assuming that the bandwidth of the small BS � and the maximum number of accessible UEs are  	� 

and 
�, respectively, and the bandwidth and maximum number of UEs of the small base stations are 

different. To efficiently use the resources of the small BS, it is further assumed that multiple UEs access 

the small BS simultaneously in an orthogonal manner. Therefore, the sub-channel bandwidth available 

to the UE accessing the small base station � is 	�
���, and there is no interference between the UEs. 

Assuming that the computing power of the small BS � MEC server and the maximum number of 

serviceable UEs are �� and ��, respectively, ensuring the full use of the computing power of the MEC 

server and better performance of UE task execution. It is assumed that multiple UEs can be offloaded to 



Qinghua Liu and Qingping Li 

 

J Inf Process Syst, Vol.17, No.4, pp.721~736, August 2021 | 723 

the MEC server through a cellular link for its task, and each UE can be allocated a certain amount of 

computing resources. 

 

 

Fig. 1. System model diagram. 

 

2.2 Problem Description 

In a cellular MEC system that supports dense networking, the UE can choose two modes of local 

execution and MEC offload execution to complete its tasks. Due to the difference in channel bandwidth 

and computing power between base stations, UE selecting different base stations and performing tasks 

in different modes will produce different energy consumption. When UEs intend to perform energy-

intensive and computationally intensive tasks, each UE may have different QoS requirements. This paper 

focuses on how to select task offload strategy, power allocation, and computing resource allocation 

strategy for the UE on the premise of base station bandwidth resources, available computing resources, 

and the task’s characteristics. 

 

2.3 Optimization Modeling 

Each UE is designed to meet the maximum task execution energy of all UEs, optimal task unloading 

and resource allocation strategy. 
� is used to denote the task offload decision of the i-th UE. Therefore, 

the optimal task offload decision 
�
∗ when executing task �� should satisfy the lowest total calculation 

and transmission overhead. The optimal task offload decision can be expressed as 
∗ = (
�
∗, … , 
�

∗). 

 

Objective function modeling 

In order to take into account the fairness between UEs, the task execution energy consumption is 

defined as the maximum energy consumption required by each UE task execution in the system, and the 

expression is 

 

                                                                       (1)
 

 

In the above formula, �� represents UE � task execution energy consumption. Among them, the UE � 

task execution energy consumption modeling is: 

max
i

i N

E E



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                                                       (2)
 

 

where �� represents the task offload variable, which is a weighting factor used to adjust the execution 

delay and energy consumption ratio; ��
� represents the local execution energy consumption of the UE � 

task; ��,�
	  represents the UE � task offloaded to the small BS � and executed on its MEC server Need 

energy consumption?. Among them, if UE ii offloads the task to small BS � and executes it on its MEC 

server, �� = 1; otherwise, �� = 0, � ∈ �, and � ∈ �. 

 

2.4 Constraint Modeling 

The modeling optimization problem needs to meet the following constraints. 

 

Task offload constraints 

Limited by access and service capabilities, the number of offloaded UEs served by each small BS 

should not exceed its maximum number of serviceable UEs: 

 

                                                             (3)
 

 

where �� represents the maximum number of UEs that can be served by the MEC server of the small 

BS �. For simplicity, each UE is assumed to offload its task to a BS at most: 

 

                                                                       (4)
 

 

Power allocation constraints 

The transmission power of the UE is non-negative and should not exceed its maximum transmission 

power: 

 

                                                                 (5)
 

 

where ��,� indicates the power that the UE � sends the task input data to the small BS �. 

 

Transmission rate constraints 

In order to ensure the transmission performance of the task in the offload mode, it is assumed that the 

transmission rate of the UE should be greater than the minimum task transmission rate requirement: 

 

                                                                     (6)
 

 

Computing resource allocation constraints 

The computing resources of the MEC server allocated to the UE should be non-negative and should 

not exceed the total MEC server computing resources of the small BS �: 

,
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                                                                   (7)
 

 

The sum of the resources allocated to each UE should not exceed the total resources of the MEC server: 

 

                                                                   (8)
 

 

2.5 Optimization Model 

Based on the modeled objective function and constraint conditions in Section 3.4, the optimization goal 

is to minimize the maximum task execution energy consumption. When the constraints such as task 

offload, power allocation, transmission rate, and computing resource allocation are satisfied, the 

modeling is realized based on the maximum task execution energy the optimization model of joint task 

offloading and resource allocation with minimum consumption is: 

 

                                                             (9)

 
 

However, finding the optimal solution of formula (9) is an NP problem because it is an example of 

mixed integer nonlinear programming. And it is beyond the scope of this paper; meanwhile, the use of 

traditional algorithms to solve this problem has become more and more difficult, and the performance of 

the algorithm is getting closer to the bottleneck. Therefore, this paper uses reinforcement learning related 

algorithms to solve this problem. 

 

 

3. Joint Assignment Algorithm Based on Reinforcement Learning 

3.1 Reinforcement Learning Theory 

Reinforcement learning is introduced in this section mainly from the perspective of reinforcement 

learning problems, value functions, function approximation and strategy optimization. 

To set up the problem, a reinforcement learning agent needs to constantly interact with the environment 

(Fig. 2). At time �, the agent will receive a state �
 from state space � and select an action �
 from action 

space �. Then a reward value �
 is received, and the state transitions to the next state �
��. The action 

selection is determined by the decision ���
|�
� made by the agent, and the action selected by the agent 

for the state is defined as a strategy, that is, the agent's behavior. The transition probability between states 

is ��
��|�
 , �
�. 

In a reinforcement learning problem, the cycle of state, action, and value reward will continue until the 

end state is reached and then restarted, that is, the process such as ��, ��, ��, ��, ��, ��, … , �
 , �
 , �
 will 

continue until the end state. Since reinforcement learning seeks the cumulative long-term maximum 

return sum starting from the current state, the return sum for the state at each moment is 

,

5:0
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                                                               (10)
 

 

where γ represents the discount factor, γ ∈ (0,1�. 

 

 

Fig. 2. Interaction between agent and environment in reinforcement learning. 

 

The value function represents the sum of the accumulated, discounted, and future returns from the 

current moment, that is, the return and �
 in the current state �
. It is used to evaluate each state or (state, 

action) pair Good or bad. 

The definition of the state value function is as follows: 

 

                                                             (11)
 

 

It represents the expected return in accordance with strategy � under state �. Dividing the state value 

into the Bellman equation is equal to: 

 

                                       (12)

 
 

Formula (12) splits the current state value function into a cumulative form of the current action reward 

� and the next state value function �
(��), where � represents the current state, and �� represents the next 

state generated by action � based on the current state � and policy �. Since the goal of reinforcement 

learning is to maximize the sum of returns, VS defines the optimal state value as �∗��� = ���
�
(�), 

which represents the maximum value function that can be achieved for all strategies under state � . 

Therefore, the Bellman equation that �∗��� can be split into: 

 

                                      (13)
 

 

Another kind of value function is (state, action) value function, where the (state, action) value function  

�
��, �� = � �
|�
 = �, �
 = �] represents the reward of selecting action � from the current state � and 

executing strategy �. Similar to the state value function, it can also be written in the form of the Bellman 

equation: 

 

                                    (14)
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Similar to the state value function, the best strategy for the (state, action) value function is the largest 

value that can be obtained among all strategies in the case of state � and action �. The optimal strategy 

of the (state, action) value function can also be split into the form of Bellman equation, which will not be 

repeated here. 

 

Temporal difference (TD) learning 

When the reinforcement learning problem satisfies Markov’s attributes and will only depend on the 

current state and action rather than the past state and action in the future, it can be modeled as an Markov 

decision process (MDP) problem. When the system model is available, the best strategy can be obtained 

through dynamic programming. The quality of the strategy can be evaluated by calculating the state value 

function or (state, action) value function [12,13]. 

For the two forms of value function, state value function and (state, action) value function, the best 

strategy to maximize the cumulative return needs to be determined. As an important learning method in 

reinforcement learning, time series difference is the basic method of updating strategies and is widely 

used in finding the best strategy. The TD method often involves the evaluation of state value functions. 

The methods of SARSA [14] and Q-learning [15] are representative TD methods. They learn the state 

value function �(�) directly from TD error experience. The update rules for TD learning are: 

 

                                                  (15)
 

 

where α represents the learning rate, and � + !����� − �(�) is called TD error, which represents the 

difference between each newly explored state value and the past state value. Therefore, the state value 

function can be continuously updated by the TD method. 

 

3.2 Resource Association Model 

In the case of using the same multiplication fusion method, that is, a multiplication fusion method from 

time flow to space flow, the effects of fusion number and position on recognition performance are 

experimentally analyzed. The experimental results are shown in Table 1. The results reveal the 

recognition accuracy obtained after training on RML and BAUM dataset. “conv2_1_relu and conv2_1” 

indicates that the conv2_1 layer of the time stream is connected to the conv2_1_relu layer of the spatial 

stream for multiplication fusion, and so on. 

In the resource allocation system model established in this paper, it is assumed that small base stations 

are evenly distributed in a circular area with a radius of 1,000 m, and all end user equipment is randomly 

distributed in this area. In the MEC system, each UE trying to access the MEC server interacts with the 

environment as an MDP decision maker (i.e., an agent), and the environment is composed of interference 

caused by the UE sharing the channel and the MEC server. Despite the uncertainty in the environment 

(the number of other UEs that choose the same small BS as this UE is dynamic; and for the resource 

allocation algorithm based on power control, due to the different power selection, the interference 

generated by each UE is also dynamic), Mobile terminal user equipment still seeks to maximize the MEC 

benefit rate and minimize the total overhead. The actions of the UE can affect the future state of the 

environment (interference level of the small BS), thereby further affecting the action selection and state 

space of the UE at the next time step. 

       '

V s V s r V s V s      
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More precisely, the task offload decision-making process is modeled as an MDP, which is essentially 

a discrete-time random control process. An agent-environment interaction process of MDP is called an 

episode, which is equivalent to a task offload cycle T. In each episode, MDP iterates from a random initial 

state until it finally converges. The end user device as the decision maker selects an action � from the 

optional actions in the state �
  according to different strategies adopted by different algorithms and 

executes it. At the same time, the MEC server as part of the environment responds and feeds back the 

corresponding reward � to UE, and then the UE enters the next state �
��. 

 

Table 1. Simulation parameter settings 

System parameter Value 

Number of small BS V 12 

Number of UE N 15 

The bandwidth of small BS ��  10–20 MHz 

Maximum number of users that small BS can access ��  3–5 

Noise power ��  -80 dBm 

Computing ability of the MEC server ��  10–15 G cycles/s 

The amount of data by the task ��  0.6–3 Mbits 

The amount of computing resources ��  0.4–0.7 Gcycles 

Transmission power P 0.1–0.5 W 

Computing ability of UE � �� 1–2 G cycles/s 

Weight factor for task offload  	� 0.6 

Learning rate α  0.2 

Reward discount factor γ   0.8 

Maximum unloading cycle T 60 

 

According to the introduction in Section 3.1, the exact definitions of the state, actions and reward 

functions of the MDP used in the joint calculation and communication resource allocation algorithm 

under no power control are given below: 

 

(1) State 

At any time step �, if a UE chooses to offload its computing task through the small BS �, we say that 

the UE is in the state "�(∀� ∈ �); if the UE chooses to perform the computing task locally, it is defined 

in the state "�. Therefore, the UE's state set can be expressed as � = {"�, "�, … , "�}. 

 

(2) Action 

For each time step �, the UE must select and execute an action � in the current state �
 according to the 

strategy used, and at the same time the UE transitions from the current state �
  to the next state 

�
��(∀�
 , �
�� ∈ �). We use � = {#�, #�, … , #�} to represent the action space of the UE in the MDP. For 

a UE, � = #� means that it chooses to perform the computing task locally. Accordingly, � = #�(∀� ∈ �) 

means that it chooses the small BS � to offload its computing task to the MEC server. 

 

(3) Reward function 

After the agent-environment interaction in each time step �, the UE as an agent will get a feedback 

from the environment, that is, reward � , which is used to reflect the good results of the UE after 

performing an action in a certain state of bad situation. The measure of maximizing the benefit rate of 
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the first optimization target MEC proposed above is also the overall cost of the UE, while the average 

cost of the second optimization target UE is directly based on the ratio of the total system cost to the 

number of UEs. The reward function in the resource allocation algorithm without power control can be 

specifically defined as: 

 

                                       (16)

 
 

Among them, $� and  $� are standardized variable. 

 

3.2.1 Local computing model 

For the UE �, %� represents its calculation task, which is defined as a two-dimensional array (&� , '�), 

where &�  (in bits) represents the input data amount of the task, and '� (in CPU revolutions per bit) 

represents the calculation of each bit task, the required CPU revolutions. The values of &� and '� depend 

on the nature of the specific task and can be obtained by offline measurement. We use (� = � to indicate 

that the i-th UE chooses to offload the task to the MEC server through the j-th small base station, that is, 

there is (� ∈ {0,1, … , �, ∀� ∈ �} and when (� = 0 it indicates that UE � chooses to perform its computing 

task locally. 

For UE �, if it chooses to execute the task locally, the delay generated by the calculation task %� is 

expressed as: 

 

                                                           (17)
 

 

where �� represents the computing power of the UE � and is measured in revolutions per second of the 

CPU (revolutions per second). We use �� to represent the energy consumed by the UE � per second when 

performing local calculations. The total energy consumed by the local computing task %� is defined as: 

 

                                                              (18)
 

 

In this paper, we have considered various service quality requirements of UEs, that is to say, some 

delay-sensitive UEs (such as mobile phones, monitoring equipment, etc.) need to obtain the lowest 

possible delay, but can accept higher energy consumption. For some UEs that are sensitive to energy 

consumption (such as sensor nodes, IoT devices, etc.), they need to meet the minimum energy 

consumption. These devices usually do not have high requirements for delay. Therefore, we adopt the 

composite index of calculation cost as in [16] to reflect the total cost of a terminal device performing a 

calculation task under different service quality requirements. Specifically, when the UE � chooses to 

execute the computing task %� locally the total cost can be defined as: 

 

                                                    (19)
 

 

When a UE is in a low power state, it is more meaningful to reduce energy consumption compared to 

calculation and transmission delay. Therefore, ��  can be set to 0. On the contrary, when a UE has 

sufficient power and needs to run some delay-sensitive applications, �� can be set to 1. Therefore, for 
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devices with different service quality requirements and applications with different service types, the 

setting of the weighting factor �� is also one of the indicators to improve the algorithm performance of 

the system. 

 

3.2.2 Task offload model 

In view of the previous research on MEC and mobile networks, in order to facilitate the analysis, we 

only consider a quasi-static situation: a group of active UEs in a task offload decision period T (for 

example, hundreds of milliseconds) and its wireless channel conditions. It stays the same, and may 

change in different cycles but have no effect on the algorithm performance of the system. We also assume 

that each small base station has only one physical channel and does not overlap with each other. Each 

UE can select a specific small base station to offload computing tasks to the MEC server. 

The transmission power used by the UE � to upload the task input data to the MEC server through the 

small BS is ��,�. In the resource allocation algorithm without power control, we use a fixed transmission 

power for each UE according to the relevant power control algorithm. At the same time, we give the 

active UE’s decision combination � = (
�, … , 
�) and the data transmission rate when the i-th UE selects 

the j-th small BS to offload its task: 
 

                                         (20)

 
 

where )� represents the noise variance at the j-th small base station,  represents the power gain of 

the channel between the i-th UE and the j-th small base station, and the (* ∈ � − +1, and (� = (�) term 

indicates that other than the UE also chooses the j-th small base station to offload UE * to MEC server. 

The sub-channel bandwidth 	�
��� of small BS � is modeled as: 

 

                                                                      (21)

 
 

Because the MEC server provides powerful computing power (because many telecom operators have 

the ability to make large-scale infrastructure investments). In addition, because the amount of data in the 

calculation result is small, compared with the amount of input data and task calculation, the feedback 

delay is also negligible. Therefore, when the small base station �  performs the calculation task �� 

remotely on the MEC server, the delay can be expressed as 

 

                                                     (22)
 

 

The energy consumption mainly comes from the UE transmitting the task input data to the small base 

station, which can be expressed as: 
 

                                                 (23)
 

 

When the terminal device � chooses to offload the task to the MEC server through the small base station 

� , we can give the following definition, and use the weighted sum of execution delay and energy 

consumption to describe the UEI calculation total cost. 
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                                         (24)
 

 

 

4. Experiment and Discussion 

In this section, MATLAB simulation software is used to verify the performance of the algorithm 

proposed in this paper, and comparison is made with the algorithms in [7] and [8], which are also based 

on reinforcement learning, and the algorithms of [9] and [11], which are two new algorithms of 

computing offload decision and resource allocation. 

 

4.1 Experimental Parameters 

The simulation scenario is a MEC system composed of multiple small base stations and multiple UEs 

that supports dense networking. The size of the simulation area is 1,200 m × 1,200 m. Both the UE and 

the small base station are randomly distributed within the simulation area. As shown in Table 1, other 

simulation parameters take values according to Table 1 unless otherwise specified. In addition, in all 

simulation experiments, for any transmission power involved in no power control, the maximum 

transmission power is used for all UEs. 

 

 

(a) (b) 

(c)

Fig. 3. The relationship between the total cost of task calculation and the amount of input data: (a) ��=0.5, 

(b) ��=0.6, and (c) ��=0.7. 
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4.2 Comparison and Analysis of RL Algorithm 

Fig. 3 is a graph of the relationship between the task execution cost and the amount of task input data 

obtained by the proposed algorithm, the algorithm in [7], and the algorithm in [8]. Here, the task 

unloading weight factor  �� is set to values 0.5, 0.6, 0.7, respectively, and comparative analysis is made 

in three cases. As can be seen from Fig. 3(a), 3(b), and 3(c), in three cases, as the amount of task input 

data increases, the task execution energy consumption of the three algorithms increases, because the task 

input data The increase in the amount will cause the task execution delay to increase, which in turn will 

cause the task execution energy consumption to increase. Under the same task input data volume, the 

total computational cost of the proposed algorithm task is 5%–10% less than that of the two comparison 

algorithms. This is because the algorithm proposed in this paper considers the problems of dynamic 

offloading, joint access and resource optimization under multiple servers, and whether the terminal equip-

ment benefits from MEC is measured according to its comprehensive cost. With the addition of power 

control, the average over.head of all terminal devices in the entire system is reduced to a certain extent. 

Fig. 4 is a comparison of task execution cost when the proposed algorithm has unloading weight factors 

�� set to values 0.5, 0.6, and 0.7, respectively. It can be seen that when the �� value is 0.6, the execution 

cost of the proposed algorithm task is the smallest. Therefore, in subsequent experiments, the proposed 

task unloading weight factor �� all takes a value of 0.6. 

 

 

Fig. 4. Comparison of the proposed algorithm in three values of unloading weight factor. 

 

4.3 Comparison and Analysis with New Computing Offload Decision and Resource 

Allocation Algorithms 

Two new algorithms of [9] and [11] are selected for comparative experiments. In this experiment, the 

proposed algorithm task offload weight factor value �� is 0.6. 

Fig. 5 shows the relationship between the task execution cost and the amount of task input data obtained 

by the proposed algorithm, the algorithm in [9], and the algorithm in [11]. Under the same task input 

data volume, the total computational cost of the proposed algorithm task is more than 5%, less than the 

two comparison algorithms. In addition, as the minimum rate requirement for task transmission increases, 

the task execution energy consumption increases. The higher the minimum transmission rate requirement, 
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Fig. 5. The relationship between the total cost of task calculation and the amount of input data. 

 

the higher the transmission power required, so more task execution overhead is consumed. 

Based on reinforcement learning, the joint calculation and communication resource allocation 

algorithm optimizes the data task offload and power control strategy for each terminal device. When the 

terminal device chooses to offload its task to the MEC server, the choice of power becomes more flexible. 

At the same time, the impact on other terminal equipment is also relatively reduced, providing better 

performance optimization for the coordinated operation of the entire system. 

As can be seen from Fig. 6, as the amount of computing resources required to complete the task 

increases, the total cost of task calculation increases. This is because more intensive computing tasks lead 

to increased execution delay, which in turn consumes more energy. From the comparison of the three 

algorithms, we can see that the algorithm of [9] has the highest algorithm cost and a linear growth trend. 

The total cost of the algorithm in [11] and the algorithm proposed in this paper decreases in turn, and the 

cost of the latter is lower than the task execution cost of the comparison algorithms. This is because the 

algorithm of [9] only supports random offloading of tasks and is not optimized according to the amount 

of computing resources required to complete the task. 

 

 

Fig. 6. The relationship between the total cost of task calculation and the amount of computing resources 

required to complete the task. 
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Fig. 7 compares the total computational cost of each algorithm task in two scenarios. It can be seen 

that the task execution energy consumption of the algorithm in [9] in the best and worst cases is the 

highest among the three algorithms. This is because the authors [11] uses system task execution energy 

consumption and optimizes task offloading and resource allocation strategies as expected, but fails to 

take into account user fairness, resulting in a large gap between the total task computations overhead in 

both cases. The optimal energy consumption of the algorithm in [11] is lower than that of the algorithm 

in [9], which can reflect the advantage of task offloading to save equipment energy consumption to a 

certain extent, but due to its failure to calculate the channel gain and the load situation of the MEC server 

determines the joint strategy. The worst-case task execution cost is still close to the algorithm of [9]. 

In addition, in [11], the total task computational cost is lower than the energy consumption obtained 

by the algorithm proposed in this paper in the worst case, but the gap is small. The algorithm proposed 

in this paper is based on the joint algorithm of computing and communication resource allocation for 

reinforcement learning, and each UE is jointly optimized for data task offloading and power control 

strategy. When the terminal device chooses to offload its task to the MEC server, the choice of power 

becomes more flexible. At the same time, the impact on other UEs is relatively reduced, providing better 

performance optimization for the coordinated operation of the entire system. 

 

 
Fig. 7. Comparison graph of total task calculation overhead obtained by various algorithms in different 

situations. 

 

 

5. Conclusion 

Theoretical knowledge of reinforcement learning used in the study is introduced in detail, including 

several commonly used algorithms and frameworks in reinforcement learning. In order to highlight the 

comparison of the effects of resource allocation algorithms and the results of simulation experiments, a 

joint algorithm for computing and communication resources allocation based on reinforcement learning 

is proposed, and the algorithm is analyzed in detail, and the simulation experiments are carried out, and 
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finally the simulation results are compared, analyzed and summarized. The problems of computing task 

offload and power control in the MEC system with multiple base stations alleviate the data processing 

pressure of the MEC server. 

However, there are still some problems and deficiencies in the joint resource allocation algorithm 

proposed in this paper. In the task offloading model, we propose an assumption that the wireless channel 

conditions of a group of terminal devices remain the same during the same task offloading period. This 

is difficult to achieve in application scenarios. Therefore, for this problem, in the next stage of research, 

we will add the time-varying situation of the wireless channel to the resource allocation system model, 

so that the performance of the algorithm is closer to the real scene, to further expand reinforcement 

learning in MEC application in the system. 

 

 

References 

[1] P. Mach and Z. Becvar, “Mobile edge computing: a survey on architecture and computation offloading,” 

IEEE Communications Surveys & Tutorials, vol. 19, no. 3, pp. 1628-1656, 2017. 

[2] C. Li, J. Tang, and Y. Luo, “Dynamic multi-user computation offloading for wireless powered mobile edge 

computing,” Journal of Network and Computer Applications, vol. 131, pp. 1-15, 2019. 

[3] Y. Mao, C. You, J. Zhang, K. Huang, and K. B. Letaief, “A survey on mobile edge computing: the com-

munication perspective,” IEEE Communications Surveys & Tutorials, vol. 19, no. 4, pp. 2322-2358, 2017. 

[4] J. Liu, Y. Mao, J. Zhang, and K. B. Letaief, “Delay-optimal computation task scheduling for mobile-edge 

computing systems,” in Proceedings of 2016 IEEE International Symposium on Information Theory (ISIT), 

Barcelona, Spain, 2016, pp. 1451-1455. 

[5] M. H. Chen, B. Liang, and M. Dong, “Joint offloading decision and resource allocation for multi-user multi-

task mobile cloud,” in Proceedings of 2016 IEEE International Conference on Communications (ICC), Kuala 

Lumpur, Malaysia, 2016, pp. 1-6. 

[6] M. H. Chen, B. Liang, and M. Dong, “Joint offloading and resource allocation for computation and 

communication in mobile cloud with computing access point,” in Proceedings of the IEEE Conference on 

Computer Communications (INFOCOM), Atlanta, GA, 2017, pp. 1-9. 

[7] J. Li, H. Gao, T. Lv, and Y. Lu, “Deep reinforcement learning based computation offloading and resource 

allocation for MEC,” in Proceedings of 2018 IEEE Wireless Communications and Networking Conference 

(WCNC), Barcelona, Spain, 2018, pp. 1-6. 

[8] Z. Wei, B. Zhao, J. Su, and X. Lu, “Dynamic edge computation offloading for internet of things with energy 

harvesting: a learning method,” IEEE Internet of Things Journal, vol. 6, no. 3, pp. 4436-4447, 2018. 

[9] W. Chen, Y. He, and J. Qiao, “Cost minimization for cooperative mobile edge computing systems,” in 

Proceedings of 2019 28th Wireless and Optical Communications Conference (WOCC), Beijing, China, 2019, 

pp. 1-5. 

[10] T. Q. Dinh, J. Tang, Q. D. La, and T. Q. Quek, “Offloading in mobile edge computing: task allocation and 

computational frequency scaling,” IEEE Transactions on Communications, vol. 65, no. 8, pp. 3571-3584, 

2017. 

[11] Z. Zhang, J. Wu, L. Chen, G. Jiang, and S. K. Lam, “Collaborative task offloading with computation result 

reusing for mobile edge computing,” The Computer Journal, vol. 62, no. 10, pp. 1450-1462, 2019. 

[12] T. Alfakih, M. M. Hassan, A. Gumaei, C. Savaglio, and G. Fortino, “Task offloading and resource allocation 

for mobile edge computing by deep reinforcement learning based on SARSA,” IEEE Access, vol. 8, pp. 

54074-54084, 2020. 



A Joint Allocation Algorithm of Computing and Communication Resources Based on Reinforcement Learning in MEC System 

 

736 | J Inf Process Syst, Vol.17, No.4, pp.721~736, August 2021 

[13] T. D. Parker, C. F. Slattery, J. Zhang, J. M. Nicholas, R. W. Paterson, A. J. Foulkes, et al., “Cortical 

microstructure in young onset Alzheimer's disease using neurite orientation dispersion and density imaging,” 

Human Brain Mapping, vol. 39, no. 7, pp. 3005-3017, 2018. 

[14] D. Ramachandran and R. Gupta, “Smoothed sarsa: reinforcement learning for robot delivery tasks,” in 

Proceedings of 2009 IEEE International Conference on Robotics and Automation, Kobe, Japan, 2009, pp. 

2125-2132. 

[15] A. Larmo and R. Susitaival, “RAN overload control for machine type communications in LTE,” in 

Proceedings of 2012 IEEE Globecom Workshops, Anaheim, CA, 2012, pp. 1626-1631. 

[16] X. Chen, L. Jiao, W. Li, and X. Fu, “Efficient multi-user computation offloading for mobile-edge cloud 

computing,” IEEE/ACM Transactions on Networking, vol. 24, no. 5, pp. 2795-2808, 2015. 

 

 

Qinghua Liu  https://orcid.org/0000-0002-0689-1292  
She has got Master’s degree of Computer Application Technology. She Graduated 

from Shanghai University in 2011. She is working in Zhejiang Yuying College of 

Vocational Technology. She is a lecturer now. Her research interests include computer 

information management technology and computer network technology. 

 

 

Qingping Li  https://orcid.org/0000-0003-3110-5588  
He has got Bachelor’s degree of Computer Science and Technology. He Graduated 

from Jiangxi Agricultural University in 1991. He is working in Zhejiang Yuying 

College of Vocational Technology. He is a professor now. His research interests 

include computer network technology and programming language. 

 

 

 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


