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ABSTRACT

Two-phase flow, especially gas-liquid two-phase flow, has a wide application in industrial field. The
diagnosis of two-phase flow parameters, which directly determine the flow and heat transfer charac-
teristics, plays an important role in providing the design reference and ensuring the security of online
operation of two-phase flow system. Computer tomography (CT) is a good way to diagnose such pa-
rameters with imaging method. This paper has proposed a novel image reconstruction method for
thermal neutron CT of two-phase flow with improved simulated annealing (ISA) algorithm, which makes
full use of the prior information of two-phase flow and the advantage of stochastic searching algorithm.
The reconstruction results demonstrate that its reconstruction accuracy is much higher than that of the
reconstruction algorithm based on weighted total difference minimization with soft-threshold filtering
(WTDM-STF). The proposed method can also be applied to other types of two-phase flow CT modalities
(such as X(vy)-ray, capacitance, resistance and ultrasound).
© 2020 Korean Nuclear Society, Published by Elsevier Korea LLC. This is an open access article under the
CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Gas-liquid two-phase flow widely exists in petrochemical en-
gineering, nuclear power plant, thermal power generation and
aerospace fields. The two-phase flow parameters, such as void
fraction, density and flow flux, have significant influence on flow
and heat transfer characteristics of two-phase flow. The accurate
diagnosis of the two-phase flow parameters not only can provide
an important design reference but also guarantee the security of
online operation of the equipment, which keeps a hot and hard
research issue.

In general, radiation (X(y)-ray and neutron) class [1], optical
class [2], electrical class [3], and ultrasonic class [4] methods can be
applied to diagnose the two-phase flow parameters, among which
radiation class method can achieve satisfactory results under
reasonable cost due to the advantages of nonintrusive and hard
field characteristics. Early in 1965, ]J. B. Romero et al. have utilized
flash X-ray radiography to observe the void behavior in fluidized
bed [5]. As the development of medical imaging technology, CT has
successively applied in diagnosing two-phase flow parameters. For
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example, S. Morooka et al. used X-ray CT scanner to measure the
void fraction in a simulated boiling water reactor (BWR) fuel as-
sembly in 1989 [6]. However, such CT scanner is only suitable for
steady state two-phase flow with X-ray tube and detector arrays
rotating around void fraction measurement section. To improve the
real-time performance of two-phase CT, G. A. Johansen et al. sug-
gested a typical imaging configuration in 1996 [7], which mainly
consists of five 2*'Am isotope radioactive sources and five CdZnTe
semiconductor detector arrays, realizing collecting the projection
data in every directions at the same time. From then on, X-ray CT
applied in two-phase flow visualization has already made great
strides [8,9]. Compared with X(7y)-rays, neutron has larger macro-
scopic cross section difference between water and air, and further
provides a larger contrast to noise ratio (CNR) on the image [10].
Therefore, it shows potential advantages in visualizing two-phase
flow. R. Zbory et al. in Paul Scherrer Institute (PSI) initially visual-
ized the two-phase flow in a model of boiling BWR fuel rod bundle
via neutron CT in 2011 [10], and their research scope ranged from
cold neutron CT to fast neutron CT in successive work [11,12].
This paper employs the similar imaging configuration proposed
by G. A. Johansen for real time imaging with thermal neutrons. The
developed reconstruction algorithm based on it can be directly
extended to other two-phase CT modalities (such as X(y)-ray,
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capacitance, resistance and ultrasound). In the configuration of
thermal neutron CT of two-phase flow, the number of projection
data is extremely limited, which especially requires the high per-
formance image reconstruction algorithms. Theoretically, any of
the CT image reconstruction algorithms suitable for sparse sam-
pling problem can be directly applied to two-phase flow CT
reconstruction, such as typical simultaneous algebraic reconstruc-
tion technique (SART) [13], maximum likelihood expectation
maximization (MLEM) [14], the sparse algorithm based on total
variation minimization (TVM) [15] and the sparse algorithm based
on weighted total difference minimization (WTDM) [16,17]. How-
ever, the algorithms can show better performance if the prior in-
formation of reconstructed object can be integrated into the
reconstruction process. Heuristic algorithms, mainly include ge-
netic algorithm [18], ant colony optimization (ACO) [19], simulated
anneal (SA) [20] and artificial neural network (ANN) [21], are
widely used in optimization design field, which show evident ad-
vantages in solving large and complex space problem, especially for
non-deterministic polynomial (NP) hard problem. Moreover, the
prior information of reconstructed image can be integrated into it
conveniently when they are applied to image reconstruction.
Therefore, such kind of algorithms have potential advantages for CT
image reconstruction under sparse sampling. X. G. Yang et al. have
successfully applied GA to two-phase CT reconstruction [22]. Its
reconstruction accuracy has exceeded that of filter back projection
(FBP) and SART algorithms. Inspired by their work, we have
developed a novel reconstruction method for thermal neutron CT of
two-phase flow with SA algorithm.

2. Mathematic principle of neutron CT

The configuration of thermal neutron CT of two-phase flow is
shown in Fig. 1, which mainly consists of five neutron sources, five
groups of front and back collimators, five groups of detector arrays
and a two-phase flow pipeline. The neutron source energy is
25.3 meV. The material of collimators is B4C, which has high effi-
ciency to absorb the scattered thermal neutrons with small size. In
order to decrease the integration time for a tomography image,
larger pixel size on the detector array is expected. The pixel size is
4 mm x 4 mm x 0.05 mm (thickness), and the material of the pixel
is SLiF (ZnS: Ag). Each groups of detector array contains 37 such
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Fig. 1. Configuration of thermal neutron CT of two-phase flow.
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pixels. Because the number of total pixels in this configuration is
only 185 (5 x 37), it is a typical sparse sampling problem, and high
reconstruction accuracy is hard to be achieved. However, the
interpolation method can be used to increase the number of pro-
jection data, and further improve the reconstruction accuracy. In
this paper, we set virtual pixels to extend the number of pixels from
37 to 451, and the projection data acquired by each virtual pixel is
determined by cubic interpolation.

Similar as X(y)-ray, narrow neutron beam interaction with the
matter follows Lambert-Beer law:

fJf (xy)dl

I(x,y)=Ip(x,y)e L (1)

Where Iy(x,y) and I(x,y) denote the incident and transmitted
neutron intensities in the location (x, y) respectively; f(x,y) denotes
the linear attenuation coefficient of neutron in the matter. From
equation (1), it can be deduced out:

IO(va)
Ix,y)

Py =In(BEI)) — [roxya )
L

Where P(x,y) is termed as projection data in CT field. If we collect
much projection data in different projection directions, the distri-
bution of linear attenuation coefficient f(x,y) can be restored (or
reconstructed) by solving the equations constructed with equation
(2) in different projection directions. If we utilize iteration class
algorithms to implement the reconstruction, such equations can be
regarded as a linear one:

D1 wir Wi Wyj win]| [fi
p2 W1 Wo wWy; wan | | f2
: _ N N N N . (3)
pj Wip Wy wj; win || i
Pm WM1 W Wy WMN | [N

Where [p1,p2, .-, b}, ...,bm]€RM is the projection vector (abbrevi-
ation P) (M is the number of rays or detector pixels), which is
simulated by MCNPX, and ENDF/B-VIl is used as the database; (wj))
€RM x RN is termed as system matrix (W) (N is the number of
pixels on the reconstructed image), in which wj; refers to the
contribution of the jth pixel to the line integration of the ith ray
along its through path, and we assume the intersection length
shown in Fig. 1 as the contribution; [fi,f,....f;, ....JnJERN is the
image vector (F) to be reconstructed. Therefore, CT image recon-
struction is to seek the image vector from the projection vector and
the system matrix, which can also be termed as solving the inverse
problem. Different from well-posed equations, rank(W) = rank(W|
P)<N (W and W|P are termed as the coefficient matrix and
augmented matrix in linear equations respectively) is the usual
case in CT image reconstruction, especially in sparse sampling case,
and the equations is undetermined. The key issue in developing CT
image reconstruction algorithm is to construct the method to solve
the undetermined equations.

3. Improved simulated annealing algorithm

SA algorithm is a kind of stochastic searching algorithm based
on Monte Carlo iterative solution strategy, and its start point is
based on the similarity between the annealing process of solid
material in physics and the generally combinatorial optimization
problem. The principle of solid annealing is: firstly, the solid is
heated to be high temperature state, particles in the solid become
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disordered as the temperature rising, and the internal energy of the
solid increases; secondly, particles incline to become ordered as
cooling, and the internal energy of the solid decreases, then it can
reach to the equilibrium state at each temperature; finally, it rea-
ches to the ground state at room temperature, and the internal
energy of the solid decrease to be minimum. In general, SA algo-
rithm initiates from a relatively high temperature, and randomly
searches globally optimal solution with the probabilistic jump
characteristic in the solution domain as the temperature decreases.

The key points of constructing CT image reconstruction algo-
rithms based on SA algorithm lie to constructing: the objective
function, the new solution generation strategy, the probabilistic
acceptance function and the initial temperature.

The objective function in this paper is:

min (|| — WF(3 + o - WTD(F)) (4)
Where ||P — WEF||, is the [2-normal of vector P — WF; w is a positive
weight coefficient. WTD(F) is the weighted total difference of ma-
trix F; P, W and F are the projection vector, system matrix and

fij=

0, else

image vector described in section 2. The above objective function
not only considers the accordance of reconstructed image with
projection data, but also considers the sparse feature of the image,
which has been proved to be an effective away to increase the
reconstruction accuracy under the same number of projection data.

The idea of WTD comes from total difference (TD) of the image
[17]. WTD describes the sparsity of the image in horizontal and
vertical directions as well as diagonal ones (Fig. 2), which is
expressed as:

w0 - (s 5 o
i
x Lfiﬂjﬂ _fi,j’ + Vi,jJrl _fi+17j‘>) (5)

The new solution generation strategy is extremely important in
ISA algorithm, which directly determines the reconstruction effi-
ciency and accuracy. Gas liquid two-phase flow is constituted of gas
and liquid (gas is air and liquid is water in most cases), and the pixel

£
Ju )+l

I | Ao N

WTD

Fig. 2. Weighted total difference of the image.
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value on the reconstructed image refers to the linear attenuation
coefficient of neutron in the matter, so it can be thought to be 0 for
air part and 1 for water part. The pixel value only can change from
0 to 1 or 1 to 0, which is termed as two-phase flow has binary
characteristic. ISA with utilization of such feature can provide a
higher probability for obtaining relatively high reconstruction ac-
curacy under extremely limited number of projection data. The
new solution in ISA algorithm is basically produced by inversing the
pixel value (from O to 1, or 1 to 0) at the random location on the
reconstructed image. Two-phase flow also has continuous charac-
teristic, namely, air and water parts in two-phase flow usually
contain at least two pixels. By means of its continuous character-
istic, we regard the unknown pixel value is determined by its
neighborhood pixels with a certain probability. Fig. 3 shows the
neighborhood situation of each pixel on the reconstructed image.
Here we take pixel f; j as an example to describe how to include the
continuous characteristic of reconstruction object into the image
reconstruction process, in which we regard the pixel value of f; j is
unknown, and the pixel value of its 8 neighborhood pixels is
known. If rand01() < p, the pixel vale of f; j is:

(6)

Where the function random01() produces a random number be-
tween 0 and 1; p. is a number between 0 and 1, which is one of the
parameter in our proposed ISA algorithm; the function avg() cal-
culates the average value of the pixels. The value of the pixel on the
other positions, such as the corner pixel fi_1, j.1, the border pixel f; j-1,
and so on, can be determined by the similar method. The only
different place is the number of their neighborhood pixels, which is
3 for pixel fi-1, j-1 and 5 for pixel f; j.1.

The probabilistic acceptance for the new solution is the essence
and significant feature of ISA algorithm, which is the outstanding
advantage over deterministic algorithms, such as least square
method and gradient descent method. By means of high perfor-
mance probabilistic acceptance function, the algorithm has
remarkable ability to escape from local optimum to global
optimum:

S | finj | fienjr

fl J-1 /1 ] ﬁﬁl

fi| 1, -1 ][il 1, fi» 1, j+1

Fig. 3. Neighborhood situation of the pixel on the image.
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1, ifE(F)—EF) <0

P= E(F') —E(F @
exp( —M), else

T(k)
Where E(4) denotes the objective function described in equation
(4) regarding to the image vector 4; F and F’ denote the old and
new solution respectively; T(k) is the cooling function, which is
described as:

Ts

, if k<m
Ty = N0 8)

Ts*0.99%, else

Where T is the initial temperature; k is the number of annealing
times; m is a parameter in our developed ISA algorithm. Such
cooling function is helpful for searching out the optimal solution
with high efficiency.

The initial temperature Ts has a great impact on the accuracy
and efficiency in ISA algorithm. If it is too big, almost all the new
solutions F’ making E(F') — E(F)>0 are accepted, thus the algorithm
remains stagnant; if it is too small, almost all the new solutions F’

Nuclear Engineering and Technology 53 (2021) 1304—1310

making E(F') — E(F)>0 are rejected, thus the algorithm becomes
deterministic algorithm, which can’t show the advantage of heu-
ristic algorithm.

Based on the main parts of ISA algorithm described above, the
flow chart of it is shown in Fig. 4: the image to be reconstructed and
parameters in ISA algorithm are initialized; the new solution F’ is
produced by randomly inversing the pixel value and changed with
the continuous feature of two-phase flow; the probabilistic
acceptance function is calculated and acceptance or rejection of the
new solution F’ is judged, and the process is repeated until meeting
the temporary equilibrium condition: the maximum number of
iterations Nj; the temperature T(k) decreases and the above pro-
cesses are repeated until meeting the convergence condition:
T(k) < Tstop.

The selection of parameters in CT image reconstruction algo-
rithms is very important. After many attempts, a set of parameters
are selected for ISA algorithm, which are suitable for all the phan-
toms in this paper: w = 5x 1072, & = 1, p. = 0.05, Ts = 5, N; =
118803, m = 15, Tsrop= 105,

4. Brief introduction to WTDM-STF algorithm

WTD is used as the sparsity term in our developed ISA algo-
rithm, to make the comparison of the performance of ISA algorithm

Y

Calculate Calculate system
projection vector P matrix W

Initial Produce new
parameters solution F'

Y

Calculate probabilistic
acceptance function p

emporary
equilibrium
conditio

No

Decrease T(k)

A

Recalculate probabilistic
acceptance function p

Convergence
condition

No

Yes

Geconstructed im agD

Fig. 4. Flow chart of ISA algorithm.
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Fig. 5. Reconstructed results of phantoms with different complexity.

with other algorithm under a fair environment, the selection of
algorithm participating in the comparison is extremely important.
It is better to select the algorithm which employs the same sparsity
term. Based on this principle, the newly developed WTDM-STF
algorithm [17] is selected, which utilizes the same objective func-
tion as ISA algorithm. The different places are it uses SART algo-
rithm to enforce the data consistency, and applies the soft-
threshold filtering (STF) method to reduce the WTD of image, and
adopts the fast iterative shrinkage thresholding algorithm (FISTA)
to accelerate its convergence.

5. Reconstruction accuracy evaluation

To quantitatively evaluate the reconstruction accuracy of the
image, the structural similarity (SSIM) [23] is used to measure the
similarity between the reference and reconstructed images, which
incorporates the luminance, contrast and structure information of
the image:

1308

(Luxpy + C1)2oxy + G)
(4} + 12 +C1) (0% + 0% + Cy)

SSIM(X,Y) = (9)

where uy and py denote the average of pixel value of image X and Y
respectively; ox and oy denote the standard deviation of them
respectively; oxy denotes the covariance of them; C; and C, are
constants, which ensure the denominator is not zero, and they are
zero in this paper. The bigger SSIM value is, the higher the recon-
struction accuracy of the image is.

6. Reconstructed results

Apart from the type of selected algorithm participating in the
comparison is important, the selection of parameters of it is also
important. The best way to ensure the comparison under a fair
environment is to make the algorithms work at best state with their
optimal parameters, which can be obtained from sweeping out the
whole parameter space. However, most of the algorithms have
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Fig. 6. Reconstructed results of phantoms under different number of views.
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Fig. 7. Average image with different number of reconstructions.

more than one parameter, and the optimal parameters is different
for different reconstructed objects, so sweeping out the whole
parameter space is not realistic. In this paper, we select the optimal
parameters for WTDM-STF algorithm one by one: when sweeping
out the space of the relax factor A the iteration times iter keeps
unchanged; after optimal A is determined, the optimal iter can be
selected with the same method. The optimal parameters are
determined by achieving the maximum SSIM. For ISA algorithm, as
the description in section 3, we use the same set of parameters for
all the phantoms. If the reconstruction accuracy of ISA algorithm
can surpass WTDM-STF algorithm for different kinds of phantoms
in this case, we can conclude that our developed ISA algorithm has
better performance.

To better show the performance of ISA algorithm, we use two-
phase flow phantoms with different “bubble” size, shape, location
and quantity as the reconstructed objects, in which the smallest
size of “bubble” is 5 mm. Fig. 5 shows the results reconstructed by
ISA and WTDM-STF algorithms. For ISA algorithm results, we re-
gard the average image of 10 reconstructions as the eventually
reconstructed results. Generally speaking, the reconstruction

1309

accuracy of ISA algorithm is much higher than that of WTDM-STF
algorithm for different phantoms. Specifically speaking, on one
hand, compared with WTDM-STF algorithm, the central part of
“bubbles” can be reconstructed more accurately by ISA algorithm.
The main reasons are ISA algorithm just permits the pixel value
changing from 0 to 1 or 1 to 0, and the continuous characteristic of
two-phase flow has been utilized. On the other hand, for ISA al-
gorithm results, the non-zero parts on the reconstructed “bubbles”
almost only appear on the edge of “bubbles”, which is caused by the
average of 10 reconstructions. Such average is helpful for restoring
the shape of “bubbles”, and further significantly increases the
reconstruction accuracy of the whole image. In addition, compared
with WTDM-STF algorithm, the results provides a hint that the
advantage of ISA algorithm tends to be more obvious as the
complexity of the reconstructed objects increases.

We compare the reconstructed results of phantoms under
different number of views, which is shown in Fig. 6. In two phase
flow CT configuration (shown in Fig. 1), five views is utilized,
however, it is possible to decrease or increase the number of views,
such as three views, seven views and nine views. Basically,
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decreasing the number of views results in the reconstruction ac-
curacy decreasing, and vice versa. Here we compare five and seven
views cases, and two phantoms (termed as three “bubbles” phan-
tom and seven “bubbles” phantom) with different complexity are
as the reconstructed objects. From the results, it can be observed
that no matter for WTD-STF algorithm or ISA algorithm, increasing
the number of views can significantly improve the reconstruction
accuracy for both phantoms, especially for more complex seven
“bubbles” phantom, the main reason is that more number of views
is helpful for reconstructing the “bubble” shape; no matter for five
views or seven views, the reconstruction accuracy of ISA algorithm
is much higher than that of WTDM-STF algorithm, which further
proves the performance of ISA algorithm is much better than that of
WTD-STF algorithm.

As our mention in the contents above, ISA algorithm results are
the average images of multiple reconstructions. Here we further
discuss the influence of the number of reconstructions on the
eventual reconstruction accuracy. Fig. 7 shows the reconstructed
results of eight “bubbles” phantom with average of 1, 10, 20 and 30
reconstructions. It can be seen that the reconstruction accuracy of
eventual images increases as the number increases from 1 to 20.
The reason is that more number of images participating in the
average can better suppress the artifacts on the eventual image.
However, the reconstruction accuracy decreases as the number
increases to 30. The reason is that the error generated in the
average process has exceed the benefit it brings in. It is worth to
mention that the optimal number of reconstructions participating
in the average is related to the reconstructed object, which requires
to be selected carefully.

7. Discussion and conclusion

We have proposed an ISA algorithm for two-phase flow CT
reconstruction based on basic SA algorithm. In developing the al-
gorithm, the mathematic model corresponding to the prior infor-
mation of two-phase flow is constructed. Then we make the
comparison of its reconstruction accuracy with WTDM-STF algo-
rithm which has the same sparsity term WTD. The reconstruction
results demonstrate that the reconstruction accuracy of ISA algo-
rithm is much higher than that of WTDM-STF algorithm, which has
great advantage in applying in two-phase flow CT reconstruction.
The disadvantage of ISA is its higher time consumption than
WTDM-STF algorithm. It is worth to mention that the proposed
method can also be applied to other types of two-phase flow CT
modalities (such as X(y)-ray, capacitance, resistance and ultra-
sound). In addition, the performance of ISA algorithm still have
some space to be enhanced, for example, the new solution gener-
ation strategy and the cooling function can be further improved to
get higher reconstruction accuracy and efficiency.
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