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a b s t r a c t

A rectangular-shaped PET system with an adjustable gantry (AGPET) has been developed for imaging
small animals. The AGPET system employs a new depth of interaction (DOI) method using a depth
dependent reflector patterns and a new digital time pickoff method based on the pulse reconstruction
method. To evaluate the performance of the AGPET, timing resolution, intrinsic spatial resolution and
point source images were acquired. The timing resolution and intrinsic spatial resolution were measured
using two detector modules and Na-22 gamma source. The PET images were acquired in two field of view
(FOV) sizes, 30 mm and 90 mm, to demonstrate the characteristic of the AGPET. As a result of in the
experiment results, the timing resolution was 0.9 ns using the pulse reconstruction method based on the
bi-exponential model. The intrinsic spatial resolution was an average of 1.7 mm and the spatial resolution
of PET images after DOI correction was 2.08 mm and 2.25 mm at the centers of 30 mm and 90 mm FOV,
respectively. The results show that the proposed AGPET system provided higher sensitivity and resolu-
tion for small animal imaging.
© 2021 Korean Nuclear Society, Published by Elsevier Korea LLC. This is an open access article under the

CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Positron Emission Tomography (PET) for preclinical imaging is a
very useful instrument and has been used in a wide range of fields
such as disease detection, staging and classification [1]. Especially,
small animal PET is a non-invasive method, helping in the study
and effective treatment of certain diseases. In conventional small
animal PET systems, the system is designed to form a cylindrical
gantry inwhich small detector modules are arranged in a circle and
has sufficient field of view (FOV) to handle objects of various sizes
[2]. However, by arranging the detector modules in a circle, coin-
cidence events can escape through the gaps between detector
modules in circular scanner [3]. In addition, when measuring ob-
jects smaller than gantry size, the sensitivity is reduced by escaping
coincidence counts through the empty space between the detector
and the object [4]. In order to enhance this problem, PET systems
using a rectangular gantry have been developed [5e7], but a
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parallax errors also occur in a rectangular gantry, which degrades
the spatial resolution of the system as the source moves to the
outward FOV [8]. Depth of interaction (DOI) information is an
important factor in reducing parallax errors and helps to provide
uniform spatial resolution within the FOV. Also, improved sensi-
tivity can be achieved by using an adjustable detector ring size,
which increases the solid angle coverage [9].

In previous study, we proposed an adjustable gantry PET
(AGPET) systemwith a rectangular gantry that can modify the FOV
size [10]. Also, a new DOI method based on depth dependent
reflector patterns [11,12] and a digital time pick-off method using a
pulse reconstruction algorithm based on a bi-exponential model
were developed to improve spatial and timing resolution, respec-
tively [13].

In this study, the AGPET system was implemented and the sys-
tem performances such as spatial resolution and timing resolution,
were evaluated. PET images were acquired at two different FOV
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sizes, 30 mm and 90 mm gantries with and without DOI correction.
Spatial resolution was obtained experimentally at various source
positions and compared with GATE simulation results.
2. Materials and methods

2.1. Detector assembly and DOI method

The AGPET detector module consists of an array of 12 � 12
polished LYSO crystals optically coupled to an 8 � 8 SiPM array
(ArrayJ 30035e64P, SensL). The LYSO crystal (LYSO, EPIC Crystal
Inc.) has a cross section of 2.1 � 2.1 mm2 and a height of 20 mm. In
the detector block, two detector modules were arranged in a 1 � 2
array coupled with an anger signal processing board. Anger logic
circuit (AB4L-ArrayJ64p-2X1-SL64, AiT Instruments) converts 128
channels of SiPM signal into 4 channels of anger logic position in-
formation to form one detector block. Fig. 1 shows the LYSO array
and detector module configuration [10].

Reflector patterns for two-layer DOI identification were applied
to each detector module as shown in Fig. 2. Diffuse reflective paint
(BC-620, Saint-Gobain) was used to paint the front and back layers
6 mm and 14 mm high, respectively [12]. The reflector paint was
spread approximately 100 mm thick.
2.2. Data acquisition setup

Fig. 3 shows a schematic diagram of the AGPET structure con-
sisting of 4 detector heads, each with 2 detector blocks, placed on a
rectangular gantry adjustable in size from 30 mm to 90 mm. The
128 output signals were multiplexed into 4 position signals at each
detector head. The position signals were fed to a signal processing
board that generates the differential signal which is the positive
and negative signal of the input signal. The differential signals were
sent to the ADC on a dedicated DAQ system based on a free-running
FPGA. In the experimental setup, DAQ used 8 ADC chips with 12-bit
resolution and 65 MSPS speed to sample a total of 64 signals
simultaneously, and SDRAM and a high-speed USB chip to free up
data storage space.

The output signal from the detector head has a pulse length of
350 ns and the free-running ADC system operates at a 65 MHz
sampling rate. A total of 21 samples were collected to obtain a
complete pulse shape. On the FPGA, the module number, energy,
time and position information were recorded in the data packet. In
the data packet, the time information was stored as the clock
sequence of the first sample of the pulse. For coincidence event
sorting, the pulse start time was extracted using a pulse recon-
struction method based on bi-exponential curve fitting [14].
Equation (1) shows the formula for the bi-exponential curve fitting.
Fig. 1. Detector assemblies, (a) 12 � 12 LYSO module, (b) Detector
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where A is the amplification factor, t0 is the pulse start time, b is the
pulse rise time and d is the pulse decay time. For the curve fitting
model, we used MATLAB software to set up a custom curve fitting
algorithm and set t0 as the output variable of the curve fitting.
2.3. System performance measurement

A flood map histogram for the detector module was acquired
using a 10 mCi Na-22 source placed 10 cm from the detector surface.
The temperature fluctuation was not considered but the experi-
ment was conducted while maintaining the environment at 10 �C.
Using the histogram, a lookup table was created to identify the
segments of each crystal pixel, and 144 energy spectrawere derived
for each pixel. To measure timing resolution, two detector modules
were built and a Na-22 source was placed at the center of the two
detector modules. Then, the pulse start timewas determined by the
pulse reconstruction method and the difference between the two
pulse start times was plotted as a time spectrum. The timing res-
olution was determined by the FWHM of the time spectrum.

After calculating the timing resolution, the intrinsic spatial
resolution was measured with two detector modules and a Na-22
point source. The source was initially placed in the center of the
two detector modules and moved radially at intervals of 0.3 mm.
Then, the number of coincidence counts reaching two opposite
pixels was recorded at each source location to get coincidence point
spreads function (PSF). Fig. 4 illustrates the schematic diagram of
the experimental setup for measuring intrinsic spatial resolution.

Point source images were acquired to evaluate the spatial res-
olution of the AGPET system. To take into account the characteris-
tics of the AGPET system, PET images were obtained on two
different gantry sizes, 30 mm and 90 mm. In the 30 mm AGPET, the
source was placed at positions of 0, 5 and 10 mm from the center of
the FOV. In the 90mmAGPET, the source was located at 0, 10, 20, 30
and 40 mm from the center of the FOV. For 2D image reconstruc-
tion, the axial information was compressed into a central single
slice through the single slice rebinning (SSRB) and a filtered back
projection (FBP) algorithm with ram-lak filter was applied.
Reconstructed images were acquired with or without DOI correc-
tion to evaluate the proposed DOI method. The timing windowwas
set to 5 ns and energy window was from 450 keV to 650 keV. A
10 mCi Na-22 source was placed on a rotating stage and the source
was rotated at 20� per 10 min. Fig. 5 shows the experiment setup
for the spatial resolution measurement.

Spatial resolution was evaluated with the line profile of the
point source image at each location and the FWHM of the Gaussian
block consisting of two detector modules and an Anger board.



Fig. 2. Depth dependent reflector pattern for two layers of DOI measurement.

Fig. 3. Structure of the detector configuration for AGPET system and data acquisition process.
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fit curve was obtained for the line profile. The spatial resolution
obtained through the experiment was compared with GATE
simulation results obtained in previous studies [10].

3. Results

Fig. 6 shows 2D flood histograms for the two detector modules
and Fig. 7 shows the timing resolution spectrum of the AGPET
detector. The timing resolution was calculated by the pulse recon-
struction method and was 0.9 ns?

Fig. 8 illustrates the intrinsic spatial resolution profiles of two
AGPET detectors measured across 12 crystal pairs along the radial
direction in the FOV. The average intrinsic spatial resolution was
2648
1.7 mm.
Fig. 9 shows Na-22 point source images at 3 different positions

with and without DOI correction with 30 mm FOV of the AGPET
system by FBP reconstruction. Fig. 10 shows the spatial resolution
from experiments and simulations as a function of source offset.
Before DOI correction, the spatial resolution was from 2.1 mm to
2.7 mm depending on the source offset. After DOI correction, the
spatial resolution has been improved to a range of 2.0mme2.4mm.

Fig. 11 shows the point source images at 5 different positions
with and without DOI correction with 90 mm FOV of the AGPET
system. Fig. 12 shows the spatial resolution from experiments and
simulations as a function of source offset. Before DOI correction, the
spatial resolution was from 3.0 mm to 6.5 mm. After the DOI



Fig. 4. Schematic diagram of the experimental setup for measuring intrinsic spatial
resolution.

Fig. 5. Experiment setup for PET image acquis

Fig. 6. 2D flood histograms o

Fig. 7. Timing resolution spectrum of two detector module (0.9 ns)
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correction, the spatial resolution has been significantly improved to
~3.0 mm. The experiment results were also consistent with the
GATE simulation results.
4. Discussion and conclusion

The AGPET system was developed and performance was evalu-
ated. The AGPET employed the adjustable rectangular gantry and a
ition using two and four detector heads.

f the detector modules.



Fig. 8. Intrinsic spatial resolution using two detector module.

Fig. 10. Spatial resolution obtained through experiments and simulations with and
without DOI correction.
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new DOI method based on the depth dependent reflector patterns.
In addition, a new digital time pickoff method was applied to
compensate for relatively slow DAQ devices. System performance
was evaluated in terms of timing resolution, intrinsic spatial reso-
lution and system spatial resolution. In the previous study, digital
timing pickoff algorithm was compared with various timing reso-
lution measurement method. As a result, timing pickoff method
was useful for improving timing resolution. The timing resolution
was 1.4 ns calculated by the initial rising interpolation method. The
timing resolution was improved to 0.9 ns using the pulse recon-
struction method. The better timing resolution allows to set a
narrow timing window of PET system and the narrow timing
window rejects random coincidence events, contributing to
improving system performance in sensitivity and spatial resolution.
An average of 1.7mm intrinsic spatial resolutionwasmeasured. The
crystal elements of the AGPET detector had a cross-sectional area of
2.1 � 2.1 mm2 and the results demonstrate that the detector can
clearly resolve all crystal elements. The spatial resolution of the
Fig. 9. Na-22 point source images without (left) a
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point source image was 2.08 mm and 2.25 mm at the center of the
30 mm and 90mm FOV, respectively. Before the DOI correction, the
spatial resolution was degraded by parallax error at the periphery
region of the FOV. However, after DOI correction, the spatial reso-
lution was improved by compensating the parallax error. In
particular, the spatial resolution was significantly improved at the
outskirt of the FOV and the results show that the proposed DOI
method contributes to the parallax error compensation.

Based on system performance evaluation, the AGPET has been
proven to provide high resolution by applying the DOI measure-
ment and to provide high sensitivity bymodifying the FOV to fit the
object size. In addition, a digital time pick-off method based on
pulse reconstruction can contribute to better sensitivity and reso-
lution. In this study, the sensitivity and effect of timing resolution
were not quantitatively evaluated, but in future studies, the factors
will be evaluated through NECR (Noise Equivalent Count Rate)
measurement and phantom image study. In addition, gap
compensation is required to compensate for artifacts caused by
gaps between detector heads.

The AGPET system has the potential to provide higher sensitivity
nd with (right) DOI correction (FOV: 30 mm).



Fig. 11. Na-22 point source images without (left) and with (right) DOI correction (FOV: 90 mm).

Fig. 12. Spatial resolution obtained through experiments and simulations with and
without DOI correction.
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and spatial resolution for small animal imaging and its quantitative
evaluation will be reported in further studies.
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