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Abstract

The current cultural assets are being restored depending on the opinions of experts (craftsmen).
We intend to introduce digitalized artificial intelligence techniques, excluding the personal
opinions of experts on reconstruction of such cultural properties. The first step toward
restoring digitized cultural properties is separation. The restoration of cultural properties
should be reorganized based on recorded documents, period historical backgrounds and
regional characteristics. The cultural properties in the form of photographs or images should
be collected by separating the background. In addition, when restoring cultural properties most
of them depend a lot on the tendency of the restoring person workers. As a result, it often
occurs when there is a problem in the accuracy and reliability of restoration of cultural
properties. In this study, we propose a search method for learning stored digital cultural assets
using Al technology. Pagoda was selected for restoration of Cultural Properties. Pagoda data
collection was collected through the Internet and various historical records. The pagoda data
was classified by period and region, and grouped into similar buildings. The collected data
was learned by applying the well-known CNN algorithm for artificial intelligence learning.
The pagoda search used Yolo Marker to mark the tower shape. The tower was used a total of
about 100-10,000 pagoda data. In conclusion, it was confirmed that the probability of
searching for a tower differs according to the number of pagoda pictures and the number of
learning iterations. Finally, it was confirmed that the number of 500 towers and the epochs
in training of 8000 times were good. If the test result exceeds 8,000 times, it becomes
overfitting. All so, | found a phenomenon that the recognition rate drops when the enemy
repeatedly learns more than 8,000 times. As a result of this study, it is believed that it will be
helpful in data gathering to increase the accuracy of tower restoration.
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1. Introduction

Each country in the world has various types of cultural properties. The current cultural assets

are being restored depending on the opinions of experts (craftsmen). We intend to introduce
digitalized artificial intelligence techniques, excluding the personal opinions of
experts(workers) on reconstruction of such cultural properties. Many of the world's cultural
properties are pagoda and are the most numerous in Southeast Asia [1]. it has been damaged
and destroyed by war and robbery. Most of these cultural properties are restored and made
with the technique of a professional engineer (as restore workers) However, a professional
engineer may change the restoration form according to his or her taste and propensity. The
first step in restoring cultural properties is to find the best pagoda. The optimal pagoda search
is the process of learning an image containing pagoda and finding a pagoda [2]. This study is
expected to be actively utilized in the part of restoring the pagoda. This paper analyzes data
collection and related research on Al algorithms in Section 2, data organization and experiment
environment in Section 3, and experimental results in Section 4. The last verse 5 concludes.

2. Related Works

2.1 YOLO(Only Look Once) algorithm

YOLO means you Only Look Once, a deep learning-based object recognition algorithm that
guesses the type and location of an object by just looking at an image [3]. The YOLO algorithm
is very fast compared to other deep learning algorithms and high mean average precision
(mAP). However, it shows low accuracy for small objects and Used HD (1024*768) image to
find cultural property pagoda. YOLO algorithm finds the location of the bounding box and
classifies the class at the same time in the final output of the network [4]. In addition, The
YOLO algorithm network simultaneously extracts features as creates bounding boxes and
classifies them. The recognition speed is faster than other artificial intelligence algorithms. As
you can see in Fig. 1. The left side of Fig.1 processing images with YOLO is simple and
straightforward. (1) resizes the input image to 448 x 448, (2) runs a single convolutional
network on the image, and (3) thresholds the resulting detections by the model’s confidence.
The right side of Fig. 1 divides the image into an S x S grid and for each grid cell predict
bounding boxes, confidence for those boxes, and class probabilities. These predictions are
encoded as a tensor.

B 1. Resize image.
{ 2. Run convolutional network.
3. Nonmax suppression.

Fig. 1. YOLO algorithm process.
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2.2 CNN (Convolution Neural Network)

CNN is especially useful for finding patterns to recognize images. CNN algorithms do not
need to manually extract features by learning from data and classifying images using patterns
[5]. The CNN algorithm is widely used in autonomous vehicles, face recognition and fields
that require computer vision. A general image recognition method used a method of converting
a two-dimensional image (three-dimensional including channels) into a one-dimensional array
and then training it with a fully connected (FC) neural network. As you can see in Fig. 2.

FC Layer

Fig. 2. FC neural network algorithms

AS you can see in Fig. 2 recognition does not consider the image shape and processes raw
data directly. However, the disadvantage is that the learning time is long. The FC algorithm
must process new image data when the image rotates or moves. It is characterized by learning
by looking at simple 1D data without understanding the characteristics of images, and spatial
information is inevitably lost in the process of flattening image data. The FC algorithm is
inefficient in extracting and learning features of a neural network and has limitations in
increasing accuracy.

Convolution Pooling Convolution ~ Pooling Fully Fully Output
+RelU +RelU Connected  Connected perdictions

dog (0.01)

 Cat(o.01)
-~ Boat (0.94)
g Bird (0.94)

Fig. 3. CNN (Convolution Neural Network) procedure
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CNN is a structure that extracts features of data and identifies patterns of features [6]. The
CNN algorithm proceeds through the convolution process and the pooling process. An
algorithm is created by composing the convolution layer and the pooling layer in combination.
Fig. 3 shows the CNN algorithm procedure. This is the process of reducing the size of the
layer that has undergone the convolution process [7]. This section describes the environment
setting and implementation for artificial intelligence learning about the cultural property for
the pagoda and also describes the process of finding the pagoda image based on the learned
data.

3.1 CNN learning environment

The artificial intelligence algorithm to find the cultural property pagoda was implemented by
installing DNN [8] to use the CNN learning algorithm. The implementation environment was
installed with the CUDA platform provided by N-Vidia and the cuDNN library software
platform and the software implementation environment consisted of OpenCV for the Visual
Studio 20xx. The CNN implementation environment procedure is as follows for pagoda as
digital image. (1) The visual studio platform for Al includes a development language to
windows SDK 10 and the base language C++ [visual studio 20xx]. (2) CUDA (Computed
Unified Device Architecture) is a GPU development tool developed by NVIDIA [9]. CUDA
requires a completely basic H/W approach that is based on ¢ and c++ and many researchers
have opened It can be easily installed and used for deep learning for Al as supported library
anyone. Currently, we have tested cuda and cuDNN by installing an Al learning platform
provided by Nvidia. [https://developer.nvidia.com/rdp/cudnn-archive]. (3) OpenCV
(OpenSource Computer Vision Library) is a programming library for the purpose of real-time
computer vision. It is focused on real-time image processing and supports IPP (Intel
Performance Primitives) which can increase speed when used on Intel CPUs. The openCV
library is cross-platform available for Windows, Linux, etc. and can be used free of charge
under the BSD license. OpenCV supports deep learning frameworks from TensorFlow/Torch
/ PyTorch and Caffe[https://opencv.org/releases/]. In this study, openCV and cuDNN were
installed on a PC using Intel Core 17, RAM 32Gbyte and GPU GTX 3070 to learn pagoda
search using artificial intelligence.

3.2 Implementation Yolomark-Master for pagoda finding

We experimented with learning to find pagoda by downloading the yolomark-master
application from the Github website. We used Yolomark-master to mark the square shape to
create the data to be trained before learning the pagoda. The process of marking is as follows.
(1) Download yolomark from github and import it to your PC. (Link:
https://github.com/AlexeyAB/Yolo_mark) [10]. (2) 64bit and IPP are set to increase data
processing speed. (3) Added OpenCV lib path to linker library for saving marked images. (4)
When the above process is completed, "yolo_mark.cmd” and "yolo_mark.exe" are
automatically created, and pagoda data set for Al learning is created.


https://developer.nvidia.com/rdp/cudnn-archive
https://opencv.org/releases/
https://github.com/AlexeyAB/Yolo_mark
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Fig. 4. Yolomark implementation for Pagoda and process

Fig. 4 shows Pagoda digital image was imported to YoloMark application. As shown in the
figure, one pagoda object id:0-tower is marked in a square shape. If we display the background
and other objects in the form of object id:1-sky... we can improve the accuracy. The next step
is to set up the trainset using Yolo-Darknet [11]. Darknet is the name of a neural network
framework developed independently by Joseph Redmon and provides a framework for
learning and executing DNNs (Deep Neural Networks). YOLO is one of the trained neural
networks and is currently open to YOLO 5. [coco dataset
https://ukayzm.github.io/cocodataset/]. Fig. 5 shows the process of learning after marking
using Yolo Maker.

Performance on the COCO Dataset

Model Train Test mAP FLOPS FPS Cfg Weights

wa

Fig. 5. COCO Dataset

Fig. 5 is a prepared learning coco-dataset provided by yolo-darknet. The COCO dataset is a
dataset for object detection and segmentation and key point detection [12]. The coco dataset
is used every year in competitions where a different dataset is attended by several
universities/corporations around the world. The TensorFlow Object Detection API released by
Google also contains a model trained with the COCO dataset. This study was implemented by
creating a Pagoda dataset as COCO dataset [13].


https://ukayzm.github.io/cocodataset/
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3.3 YOLO-mark learning image labeling for Pagoda

In this section, we edit the pagoda image based on the two files ("yolo_mark.cmd" and
"yolo_mark.exe") created in section 3.2 for image labeling. YOLO-mark’s labeling for pagoda

on the image marks a rectangular shape. Fig. 6 is a marking of pagoda image data used in the
study.

Fig. 6. marking of pagoda images

The pagoda image for marking needs to be modified in the "obj.names" and "obj.data" files.
"obj.names" is a file that tags Pagoda (tower). The "obj.data" file configures the number of

objects to be learned and the learning image data and the verification path(valid=data/train.txt).
(Fig. 7)

File:obj.data

classes= 1 <Number of objects to fearn
train = data/train.txt &image data path to fearn
valid = data/train.txt €I/mage data path to be verified

names = data/obj.names €names file path
backup = backup/Tower/ €leamed data storage path

File:obj.name File:Tower_xxx.txt
0 0544531 0303472 0598437 0818056

Fig. 7. marking setting for Al learning

In the step, the marked information (id, square coordinate value:0 0.544 0.503 0.598 0.818)
using Yolo Marker is recorded in "Tower_xxx.txt" and used as a dataset for Al learning. Fig.
7 is a file recording Yolo Marking information for pagoda images to file name
“Tower_xxx.txt”. The last step is to set up an Al learning environment using Yolo_darknet as
a preparatory step. Environment settings modify the maximum number of learning repetitions
(max_batches, filter, classes, etc). If the Yolo marker operation is normally executed the graph
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window appears as shown Fig.8. The weight file is saved in the backup directory every
specified number of repetitions (every 1000 times). Finally, the environment configuration file
"yolo-obj.cfg" file for learning was set. [bath=64, subdivisions=8, height=416, width=310,
channels=3, momentum=0.9, decay=0.0005, angle=0, saturation=1.5, exposure=1.5, hue=.1
etc]. "batch™ determines how many sheets are processed at a time. "subdivisions" is processed
by dividing the batch by this value. "height, width" means the size of the input image. The
input image size is 416x310, and it is necessary to experiment by changing the size in the
future.

Fig. 8. Artificial intelligence learning processing for the Pagoda

4. Experiment and analysis results

The Pagoda dataset was used with Yolo Marker-Darknet. However, the recognition rate was
lowered due to the lack of Pagoda image and Data set for Al learning. As a result, an error of
recognizing images other than the Fig. 9 Pagoda image as a tower was issued (250 sets of
Pagoda dataset and 1,000 repetitions). Fig. 9 show (1) is the original Pagoda dataset input and
(2) the result recognized as an artificial intelligence learning. The number of datasets was
increased and the background of the Pagoda image was removed and the experiment was
conducted again as Fig. 10.
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E = | [#
(2) Recognition error and low recognition

Fig. 9. Pagoda artificial intelligence learning

The dataset used for Pagoda Al training was used with 1,000 images. In Fig. 10, as a result of
removing the background of pagoda, it was confirmed that the Tower search rate increased.
The reason for this is that the reference data is small, but the accuracy of searching pagoda
was high, over 95%. In conclusion, it is judged that pagoda's learning through artificial
intelligence learning needs to correct the data.

new_024 jpg new_025 jpg ew_026.jpg new_027 jpg new_028,jpg

Fig. 10. Pagoda Al Learning Dataset

The experiment YOLO_Darknet for pagoda shape searching created a weight file (number of
Al learned file) in units of 1,000 from in training 1,000 to 22,000 times. Fig. 11 is a weight
file learned for Pagoda recognition as the generated weight file. In addition, the average loss
rate for 1,000 repetitions is convergence to 0.0045.
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Fig. 11. Pagoda recognition as the generated weight file

This paper evaluated the performance of digital images of cultural property pagoda with the
data without the background removed. A total of 22,500 cycles were repeated and proceeded
until the error rate was minimized. The results shown in Fig. 12 were obtained. In Fig. 12. We
experimented with two image types, one with the background of the pagoda image and one
with only the pagoda with the background removed. It was confirmed that the data recognition
rate increased as the number of repetitions increased. As a result of the experiment when
entering 1,000 data sets. it was confirmed that the prediction rate was 98% when repeated
20,000 times. Fig. 13 shows the loss rate and prediction result for each repeated cycle in 1,000
cycles only the shape of the pagoda image was found, but there was a problem of recognizing
to pagoda image. In 2,000 cycles started looking for a pagoda shape and 3,000 cycles did not
recognize images a pagoda. There was a problem recognizing the pedestal stone of the 5,000
and 10,000 cycles pagoda. In 20,000 cycles recognized only Pagoda excluding the Pagoda's
pedestal stone and supporters

1,000cycle 2,000cycle 3,000cycle

5,000cycle 10,000cycle 20,000cycle

(2) Origain image recognition(20,000cycle Weight file)

Fig. 12. Recognition rate by learning cycle
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cycle Weight file loss rate pre:::i:ted
500 500-weight 0.2 23
1,000 1,000-weight 0.1 49
2,000 2,000-weight 0.012 58
3,000 3,000-weight 0.018 54
5,000 5,000-weight 0.006 66
10,000 10,000-weight 0.0042 70
20,000 20,000-weight 0.0031 o8
1.0}
:
0.5}
B W o
o 4500 2000 13500 18000 225¢

Fig. 13. Prediction rate by learning cycle

5. Conclusion

In this paper, a study was conducted to find the pagoda from the image using artificial
intelligence learning about the traditional cultural property pagoda, which finds a large
proportion of the cultural properties existing in various countries around the world. The
process of finding a pagoda in the image of a cultural property has been accomplished through
human intervention. Traditional cultural property restoration technology has studied the
cornerstone of a method that can be restored from an objective standpoint, excluding the
individual propensity of experts. First of all, Pagoda data was collected through an ancient
archive database and internet gathering. The collected pagoda image data was classified by
history and period. In the second step, the Pagoda image was marked using Yolo-Marker and
the Pagoda dataset was constructed. In addition, in order to increase the recognition, rate the
artificial intelligence learning environment was set to match the Pagoda dataset and the
background of the Pagoda image was deleted to increase the predictability. As a final step, we
experimented and evaluated using Darknet. As a result of the experiment, it was confirmed
that artificial intelligence learning for Pagoda search is affected by input values and learning
repetition as a method to reduce errors and increase recognition. it was confirmed that the
prediction rate was 98% when repeated 20,000 times. This study is expected to be actively
utilized in the part of restoring the pagoda. As a future research task, it is necessary to analyze
the correlation between the original data and the matching rate with the learning data when
restoring the pagoda.
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