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Abstract 

 
Although significant progress has been made in synthesizing visually realistic face images by 
Generative Adversarial Networks (GANs), there still lacks effective approaches to provide 
fine-grained control over the generation process for semantic facial attribute editing. In this 
work, we propose a novel cross channel self-attention based generative adversarial network 
(CCA-GAN), which weights the importance of multiple channels of features and archives 
pixel-level feature alignment and conversion, to reduce the impact on irrelevant attributes 
while editing the target attributes. Evaluation results show that CCA-GAN outperforms state-
of-the-art models on the CelebA dataset, reducing Fréchet Inception Distance (FID) and 
Kernel Inception Distance (KID) by 15~28% and 25~100%, respectively. Furthermore, 
visualization of generated samples confirms the effect of disentanglement of the proposed 
model. 
 
 
Keywords: Generative Adversarial Network, Cross Channel Self-Attention, Image 
Translation, Style Transfer, Facial Attribute Editing 
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1. Introduction 

Significant progress has been made over the past few years in Generative Adversarial 
Networks (GANs), the quality of images produced by GANs has improved rapidly. State-of-
the-art GANs [1, 2, 3] can produce high-fidelity face images. However, it remains challenging 
to reduce the impact on irrelevant attributes while editing the target attributes. For example, 
how to reduce the impact on the background or other details of the human face when changing 
the hair color attribute? Some approaches [2, 3] embed the input image as latent code in an 
intermediate vector space, and their generators allow more linear and less entangled 
representation of different factors of variation. However, due to the entanglement of different 
semantics in the latent space, editing along one attribute can still lead to unexpected changes 
in other semantics. Specifically, face style transfer heavily affects image background and it 
fails to complete the separation of front and back scenes, as shown in Fig. 1. 
 

 
(a) Style transfer [2] 

 

  
(b) Facial attribute editing [1, 4] 

 
Fig. 1.  The entanglement phenomenon found in fine-grained image synthesis. 

 
With the above limitation of existing methods in mind, we argue that there is no need to 

restrict the editing along the predefined linear path, as we just focus on the target attribute 
itself and reduces the impact on irrelevant attributes. The self-attention model has the 
advantage of modeling long range, multi-level dependencies of image regions. Self-Attention 
Generative Adversarial Network (SAGAN) [4] makes the fine details of each image position 
carefully coordinated with the fine details of the distant parts of the image. Dual Attention 
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Network for Scene Segmentation (DANet) [5] captures feature dependencies by channel-wise 
feature alignment in both channel and spatial dimensions, simultaneously, effectively 
leveraging the relationships between object classes or stuff in the global view.  However, the 
original self-attention score is calculated with vectors as basic units, and the direct adoption of 
the self-attention module to image processing causes problems with coarse-grained alignment, 
while the image is calculated with pixels/feature points as basic semantic units, not vectors. 
Furthermore, features in the image can be decomposed/disentangled and be represented across 
multiple layers, however the previous methods are performing self-attention only on the same 
feature map, failing to realize that each map is just a part of a whole. 

To better entangle related attributes located in different feature maps, and separate them 
from each other, especially, from background information, we propose a new model design, 
namely Cross Channel Self-Attention Generative Adversarial Network (CCA-GAN), for 
facial attribute editing. Specifically, to achieve pixel/feature level transformation and fine-
grained image generation, we introduce a cross channel self-attention module prior to 
convolution, to accelerate the training, the cross channel self-attention module in the 
discriminator was used only before the first convolution layer. Furthermore, fusing multi-
channel features will facilitate connectivity of feature maps. 

The main contributions of our work are threefold as follows. 
 We propose the Cross Channel Self-Attention to enhance the quality of facial attribute 

editing. 
 A fusion method with different channel pixels, feature points is proposed to enhance 

the connectivity between feature maps and better satisfy the geometry and semantic 
structure constraints.  

 We have conducted extensive experiments on the widely-used benchmark dataset for 
facial attribute editing, namely CelebA dataset, to evaluate the effectiveness of  Cross 
Channel Self-Attention, and of the models based on the novel self-attention. 

The remainder of the paper is organized as follows. Section 2 reviews related work. The 
proposed Cross Channel Self-Attention for Facial Attribute Editing is presented in Section 3. 
In Section 4 we experiment with the CelebA dataset. We conclude this paper in Section 5. 

2. Related Works 
Due to their great potential in generating high-quality, photo-realistic images, Generative 
Adversarial Networks (GANs) [6, 7] have been widely applied to image editing [8, 9], super-
resolution [10, 11], image inpainting [12, 13], video synthesis [14, 15], etc. Despite this 
tremendous success, GANs still lack control over the generation process. Recently, many 
attempts have been made to improve the generation quality and fine-grained editing [16, 17, 
18].  

Semantic or structure coherent editing expects the model to modify the specified attributes 
yet maintain other information of the input image. In order to achieve this, existing models 
rely on an auxiliary classifier [1, 19], but the edited faces cannot better entangle the related 
attributes located on different feature maps and separate the faces from the background. 
Another successful line of research on manipulating the latent space of a pretrained GAN 
generator. The generator of StyleGAN [2, 3] allows for a linear, rather entangled, 
representation of different variation factors. However, adopting linear editing latent space can 
also lead to unexpected changes in other semantics. Unlike previous learning-based methods, 
our method is to introduce a cross-channel self-attention module before convolution, which 
can not only achieve pixel/feature level transformation and fine-grained image generation, but 
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also integrate multi-channel characteristics. 

3. Cross Channel Self-Attention for Facial Attribute Editing 
In this section, we present the general architecture of the proposed model, and then discuss the 
Cross Channel Self-Attention mechanism in details. 

3.1 Overview 
As depicted in Fig. 2, the proposed Cross Channel Self-Attention Generative Adversarial 
Network (CCA-GAN) is composed of two neural networks, a generator and a discriminator, 
which are adversaries of each other. The generator (𝐺𝐺) is trained to study the mapping between 
the source domain and multiple target domains, i.e., it converts the input image 𝑠𝑠 to the output 
image 𝐺𝐺(𝑠𝑠, 𝑡𝑡) given the target domain label 𝑡𝑡, and 𝐺𝐺 is also reconstructing the generated image 
𝐺𝐺(𝑠𝑠, 𝑡𝑡)  provided with the original domain label 𝑜𝑜  back to the original image 𝐺𝐺(𝐺𝐺(𝑠𝑠, 𝑡𝑡), 𝑜𝑜) . 
Besides the adversarial functionality that judges the true and false of the input image, the 
discriminator (𝐷𝐷) also utilizes an auxiliary classifier [20] to assess the generation quality in terms 
of specified target labels. Specifically, in the provided example, 𝐷𝐷 outputs two predictions, one 
with 1 dimension and the other 5 dimensions, indicating the probability of the input image 
being real and the probability distribution over target domains, respectively. 
 

 
 
Fig. 2.  The overall architecture of CCA-GAN. Cross Channel Self-Attention Module is added before 

each layer of convolution operation in 𝐺𝐺, and before the first layer of convolution operation in 𝐷𝐷. 
 
The generator mainly consists of three main components, i.e., down sampling layers, 

bottleneck layers, and up sampling layers. 6 residual blocks were adopted for bottleneck layer 
[21] and cross channel self-attention is applied before each convolution layer to realize inter-
channel pixel/feature level attention. To reduce the computational complexity, we suggest to 
insert the proposed self-attention layer only before the first convolution in the discriminator 
model. 

3.2 Cross Channel Self-Attention 
Due to the limitation in the size of receptive field, the convolution operation in traditional 
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GANs cannot reasonably express the image details. Attention operation is necessary to express 
global dependencies by establishing association with features. However, the phenomenon of 
entanglement, especially in facial attribute editing, can be observed, i.e., irrelevant attributes 
are affected while transforming the specified attribute. Furthermore, note that the calculation 
of the original self-attention is performed on vectors as a vector is an indivisible unit in word 
embedding [22, 23]. However, the image has no such constraint, and every pixel feature point 
has its meaning in the physical world. Based on such observation, we explore a pixel-/feature-
wise alignment approach cross channels. Our method could adaptively adjust the feature 
information of different channels and perform disentangled and controllable edits along 
various attributes. 
 

 
 

Fig. 3.  An illustration of the Cross Channel Self-Attention Operation. 𝑥𝑥: input the image,  𝐻𝐻: height,  
𝑊𝑊: width, 𝐶𝐶: channel (𝐶𝐶 = 𝐶𝐶/8, C� = 𝐶𝐶/2). 

 

As shown in Fig. 3, the module takes as input the image 𝑥𝑥 ∈𝑅𝑅𝐻𝐻×𝑊𝑊×𝐶𝐶, it first goes through 
convolution layers to obtain two transformations 𝑞𝑞 and 𝑘𝑘, {𝑞𝑞,𝑘𝑘}∈𝑅𝑅𝐻𝐻×𝑊𝑊×𝐶𝐶(𝐶𝐶 = 𝐶𝐶/8), where 
𝐶𝐶 ∈ {64,128,256}. Then we change the way they fuse into 𝑅𝑅𝐻𝐻×𝑁𝑁, where 𝑁𝑁 = 𝑊𝑊 × 𝐶𝐶 is the 
number of pixels across the channel. We conduct a matrix multiplication between 𝑞𝑞 and the 
transpose of 𝑘𝑘, and apply the softmax to obtain the cross channel self-attention map 𝛼𝛼 ∈𝑅𝑅𝐻𝐻×𝐻𝐻: 
 

 

𝛼𝛼𝑗𝑗,𝑖𝑖 = 𝑒𝑒𝑒𝑒𝑒𝑒(𝑘𝑘𝑖𝑖⋅𝑞𝑞𝑗𝑗)
∑ 𝑒𝑒𝑒𝑒𝑒𝑒(𝑘𝑘𝑖𝑖⋅𝑞𝑞𝑗𝑗)𝐻𝐻
𝑖𝑖=1

                                (1) 

 
where 𝛼𝛼𝑗𝑗,𝑖𝑖 measures the impact of the 𝑖𝑖𝑡𝑡ℎ position on 𝑗𝑗𝑡𝑡ℎ position. 

Meanwhile, we feed  𝑥𝑥 into a convolution layer to a generate a new transformation 𝑣𝑣 ∈
𝑅𝑅𝐻𝐻×𝑊𝑊×𝐶̃𝐶(𝐶̃𝐶 = 𝐶𝐶/2), where 𝐶𝐶 ∈ {64,128,256}, and reshape it to 𝑅𝑅𝐻𝐻×𝑁𝑁� . Then we perform a 
matrix multiplication between 𝛼𝛼 and 𝑣𝑣, and reshape the result to 𝑅𝑅𝐻𝐻×𝑊𝑊×𝐶̃𝐶. 𝛿𝛿 is the attention 
layer: 

 
𝛿𝛿𝑗𝑗 = ∑ 𝛼𝛼𝑗𝑗,𝑖𝑖𝑣𝑣𝑖𝑖𝐻𝐻

𝑖𝑖=1                                  (2) 
 

𝛿𝛿 = (𝛿𝛿1, 𝛿𝛿2, . . . , 𝛿𝛿𝑗𝑗, . . . , 𝛿𝛿𝐻𝐻) ∈ 𝑅𝑅𝐻𝐻×𝑁𝑁�                     (3) 
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Finally, we perform an element-wise addition between 𝑥𝑥 and 𝛿𝛿 to obtain the final output 𝜇𝜇 
∈𝑅𝑅𝐻𝐻×𝑊𝑊×𝐶𝐶 as follows: 

 
𝜇𝜇𝑖𝑖 = 𝛾𝛾𝛿𝛿𝑖𝑖 + 𝑥𝑥𝑖𝑖                                      (4) 

 
where 𝛾𝛾 is a learnable scaling parameter, which is initialized with 0.  

It is worth noting that we use different channel numbers for the first self-attention layers in 
the generator and discriminator. In order to encode the source domain image as well as the 
target domain information, we increase the value of 𝐶𝐶 to (3+𝑡𝑡) for the generator, where 𝑡𝑡 is 
the number of target domain attributes. In contrast,  𝐶𝐶 = 3 in the discriminator. 

3.3 Loss Functions 
The first cost measure we used is an adversarial loss [1]. 

                                        
𝐿𝐿𝑎𝑎𝑎𝑎𝑎𝑎 = 𝐸𝐸𝑠𝑠[𝑙𝑙𝑙𝑙𝑙𝑙𝐷𝐷𝑠𝑠𝑠𝑠𝑠𝑠(𝑠𝑠)] + 𝐸𝐸𝑠𝑠,𝑡𝑡 �𝑙𝑙𝑙𝑙𝑙𝑙 �1 − 𝐷𝐷𝑠𝑠𝑠𝑠𝑠𝑠�𝐺𝐺(𝑠𝑠, 𝑡𝑡)���                            (5) 

  
where the term 𝐷𝐷𝑠𝑠𝑠𝑠𝑐𝑐(𝑠𝑠) as a probability distribution over sources given by discriminator 𝐷𝐷. 
The generator 𝐺𝐺 is trained to minimize the objective and the discriminator 𝐷𝐷 tries to maximize 
the it.  

In addition, 𝐷𝐷  is optimized by the domain classification loss of real images, and 𝐺𝐺  is 
optimized by the domain classification loss of fake images, respectively, as follows.  
 

𝐿𝐿𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟 = 𝐸𝐸𝑠𝑠,𝑜𝑜[− 𝑙𝑙𝑙𝑙𝑙𝑙 𝐷𝐷𝑐𝑐𝑐𝑐𝑐𝑐 (𝑜𝑜|𝑠𝑠)]                                         (6) 
 

𝐿𝐿𝑐𝑐𝑐𝑐𝑐𝑐
𝑓𝑓 = 𝐸𝐸𝑠𝑠,𝑡𝑡[− 𝑙𝑙𝑙𝑙𝑙𝑙 𝐷𝐷𝑐𝑐𝑐𝑐𝑐𝑐 (𝑡𝑡|𝐺𝐺(𝑠𝑠, 𝑡𝑡))]                                         (7) 

 
where the term 𝐷𝐷𝑐𝑐𝑙𝑙𝑙𝑙(𝑜𝑜|𝑠𝑠)  as a probability distribution over domain labels computed by 
discriminator 𝐷𝐷. 

In order to constrain the background image pixel similarity, we introduce the L1 distance 
function to calculate the reconstruction loss between the reconstructed image and the original 
image, defined as follows. 

 
𝐿𝐿rec = 𝐸𝐸𝑠𝑠,𝑡𝑡,𝑜𝑜[‖𝑠𝑠 − 𝐺𝐺(𝐺𝐺(𝑠𝑠, 𝑡𝑡), 𝑜𝑜)‖1]                                        (8) 

 
The final optimization goal of the model is shown as follows. 
 

𝐿𝐿𝐷𝐷 = −𝐿𝐿𝑎𝑎𝑎𝑎𝑎𝑎 + 𝜆𝜆𝑐𝑐𝐿𝐿𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟                                                     (9) 
 

𝐿𝐿𝐺𝐺 = 𝐿𝐿𝑎𝑎𝑎𝑎𝑎𝑎 + 𝜆𝜆𝑐𝑐𝐿𝐿𝑐𝑐𝑐𝑐𝑐𝑐
𝑓𝑓 + 𝜆𝜆𝑟𝑟𝐿𝐿𝑟𝑟𝑟𝑟𝑟𝑟                                         (10) 

 
where 𝜆𝜆𝑐𝑐 and 𝜆𝜆𝑟𝑟, which are hyper-parameters and tuned on the development set, control the 
relative importance of domain classification losses (𝐿𝐿𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟  and 𝐿𝐿𝑐𝑐𝑐𝑐𝑐𝑐

𝑓𝑓 ) and reconstruction loss 
(𝐿𝐿𝑟𝑟𝑟𝑟𝑟𝑟), respectively. We are planning to make them trainable in the future work, so as to 
facilitate the practical application of the proposed method. 
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4. Experiments and Analysis 
For evaluating the effectiveness of our model, we compared it with StarGAN [1] and 
StarGAN+SAGAN [4] on the CelebA dataset [24], and the baseline models all enable multiple 
domain face property editing tasks using a single network. Evaluation results demonstrate that 
CCA-GAN achieves new state-of-the-art performance. Next, we first introduce the dataset and 
implementation details, then we report the experimental results. 

4.1 Data and Training Details 
The CelebFaces Attributes (CelebA) dataset [24] is a facial attribute dataset with 202,599 color 
images from 10,177 celebrities, each with 40 attribute annotations, covering a large number 
of face angles and a cluttered background. We crop and resize the initial 178×218 size images 
to 128×128. Then, about 200k images are randomly selected as the training and development 
set, and the remaining is used as the test set. Among them, seven attribute fields are constructed 
using the following attributes: hair color (black, gold, brown), gender (male/female) and age 
group (young/old). In addition, the model uses the mask vector (one-hot encoding), which 
allows our model to pay attention to the specified tag provided by CelebA, ignoring the 
unspecified tag. The corresponding position of the specified tag is set to 1, and the rest 
positions are set to 0. 

We implement CCA-GAN using TensorFlow. We use 𝜆𝜆𝑐𝑐 = 1  and 𝜆𝜆𝑟𝑟 = 1 in all of our 
experiments. The batch size is 32,  and Adam optimizer [25] with 𝛽𝛽1 = 0.5, 𝛽𝛽2 = 0.999 are used 
throughout the experiments. We horizontal flipped the images for data augmentation with a 
probability of 0.5. After training the discriminator five time, the generator is trained once. We 
trained the models for 20 epochs, where the learning rate of the first 10 epochs is fixed as 0.0001, 
and then it decreases linearly to 0 for the following epochs. 

4.2 Evaluation Metrics 

To assess the quality of generated samples, we employ two standard metrics: Fréchet Inception 
Distance (FID) [26] and Kernel Inception Distance (KID) [27]. Unlike the simple Inception 
Score (IS), which evaluates only the distribution of generated data, FID and KID compare the 
distributions of generated images and real images. A lower the FID or KID metric indicates 
higher visual similarity between the two. We use the same amount of real and fake samples 
for evaluation, so that we can compare the scores fairly. This is necessary because metrics 
such as FID can produce highly biased estimates [27], using a larger sample size can result in 
significantly lower scores. 

4.3 Results 
As seen in Table 1, CCA-GAN has achieved a significant improvement on the FID and KID 
metrics on the challenging face dataset CelebA, compared to StarGAN and StarGAN+SAGAN. 
Specifically, our model has lowered the FID score by 15% to 28% and by 17% to 27%, compared 
to respective models. In this evaluation, StarGAN+SAGAN could not outperform the baseline 
model StarGAN on attributes "Black Hair" and "Golden Hair". In contrast, our model has 
lowered the store of the respective attributes by 15% and 20% over StarGAN, and 17% and 24% 
over StarGAN + SAGAN. This suggests that the proposed attention approach is much more 
effective in generating diverse samples than the conventional self-attention mechanism. Even 
greater improvements can be observed in the KID evaluation. Our model has lowered the score 
by 23% to 100% in the most target attributes. 
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Table 1. FID and KID evaluation results 

Metric Models Black hair Golden hair Brown hair Gender Aged 

FID 

StarGAN 0.80 1.01 0.81 0.93 0.89 

StarGAN+ 
SAGAN 0.82 1.06 0.78 0.92 0.87 

CCA-GAN 0.68 0.81 0.61 0.67 0.65 
CCA-GAN 

 (𝜆𝜆𝑟𝑟=0) 0.78 0.93 0.72 0.86 0.78 

KID 

StarGAN 2.00±1.05 1.97±0.47 1.42±0.58 1.88±0.67 2.10±
0.97 

StarGAN+ 
SAGAN 1.15±0.51 2.66±0.94 1.23±0.62 1.12±0.72 1.45±

0.39 

CCA-GAN 1.37±0.74 1.52±0.41 1.75±0.87 0.00±0.71 1.21±
1.67 

CCA-GAN 
(𝜆𝜆𝑟𝑟=0) 0.48±0.47 1.47±0.50 0.52±0.45 0.84±0.50 0.24±0.24 

 
It has been shown that the reconstruction loss plays an important role in the image retention 

of the original geometric shape and semantic structure constraints [1, 28]. However, in the FID 
evaluation, a variant model (CCA-GAN with 𝜆𝜆𝑟𝑟 = 0) improves the score by 3% to 12% over 
StarGAN, and by 5% to 12% over StarGAN + SAGAN, in all target attributes. This suggests 
that the proposed cross channel self-attention mechanism plays a much more important role in 
preserving the original geometry and semantic consistency of the image. Similarly, in the KID 
evaluation, the variant model improves by 25% to 89% over StarGAN, and 45% to 89% over 
StarGAN+SAGAN. At the same time, it slightly outperforms the vanilla CCA-GAN by 3% to 
80% except for the "Gender" attribute. We conjecture that KID is an unbiased estimator, 
compared to FID. It is further demonstrated that the proposed self-attention approach plays a key 
role in preserving the original features of the face, and improves the quality and diversity of the 
generated images. 

4.4 Case Study and Visualization  
Fig. 4, Fig. 5, and Fig. 6 show generated samples of facial attribute editing. We can see that 
StarGAN and StarGAN+SAGAN generate images with poor quality, and they cannot effectively 
disentangle the specified ones from the other attributes and the background information. For 
example, in the third column of Fig. 4, the image background turned golden as the hair color 
changes. In the fifth column of Fig. 4, the existing models tend to change the texture of the collar 
when transforming the gender, and Fig. 5 has the same visual problem.  In Fig. 6, StarGAN 
tends to yellow the skin when generating black hair, and there is a noticeable change in the details 
of the hair when generating golden hair. StarGAN+SAGAN also makes the pixels worse. By 
contrast, our method yields a more controllable editing and is superior in terms of identity 
preservation. Fig. 7 shows a better visualization of face attribute editing from Fig. 4, by 
comparing the color distribution heat map experiment. We can clearly observe that the color 
distribution of our model is the most similar to the original image after changing the specified 
attributes.  
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Fig. 4.  Samples of male facial attribute editing. The first column displays the source domain image, 

and the next five columns display the attribute editing results.  
 

 

 
 

Fig. 5.  Samples of male facial attribute editing. 
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Fig. 6.  Samples of female facial attribute editing. 
 
                                                                       

 
 

Fig. 7.  Heat map visualization of Fig. 4. 

5. Conclusion 
In this work, we introduce CCA-GAN to explore fine-grained control over the generation 
process for high-level face editing. Our approach features a novel learning framework that 
calculates the importance of multiple feature channels and realizes pixel-level feature 
alignment and conversion to guide the image generation process of StarGAN. As a result, we 
are able to disentangle a variety of semantics and achieve precise edits along different facial 
attributes. Extensive evaluations demonstrate the superior performance of the proposed 

StarGAN 
+SAGAN 

StarGAN 

CCA-GAN 

Source          Black hair     Golden hair     Brown hair        Gender            Aged 

CCA-GAN 

StarGAN 
+SAGAN 

StarGAN 

Heat map

Source 

 Black hair       Golden hair     Brown hair         Gender            
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approach both in image quality and semantic coherence compared to state-of-the-art works. In 
order to demonstrate the generalization ability of the proposed model, further experiments on 
more types of real and artistic face datasets are needed, which we leave as future work. 
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