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Background: This study is an analysis of evaluator factors affecting physician-patient interaction 
(PPI) scores in clinical performance examination (CPX). The purpose of this study was to investi-
gate possible ways to increase the reliability of the CPX evaluation. 
Methods: The six-item Yeungnam University Scale (YUS), four-item analytic global rating scale 
(AGRS), and one-item holistic rating scale (HRS) were used to evaluate student performance in 
PPI. A total of 72 fourth-year students from Yeungnam University College of Medicine in Korea 
participated in the evaluation with 32 faculty and 16 standardized patient (SP) raters. The study 
then examined the differences in scores between types of scale, raters (SP vs. faculty), faculty 
specialty, evaluation experience, and level of fatigue as time passes. 
Results: There were significant differences between faculty and SP scores in all three scales and a 
significant correlation among raters’ scores. Scores given by raters on items related to their spe-
cialty were lower than those given by raters on items out of their specialty. On the YUS and 
AGRS, there were significant differences based on the faculty’s evaluation experience; scores by 
raters who had three to ten previous evaluation experiences were lower than others’ scores. 
There were also significant differences among SP raters on all scales. The correlation between the 
YUS and AGRS/HRS declined significantly according to the length of evaluation time. 
Conclusion: In CPX, PPI score reliability was found to be significantly affected by the evaluator 
factors as well as the type of scale. 
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Introduction 

Establishing major competencies and training for clinical perfor-
mance in medical education has been prevalent in Korea for only 
the last 15 years. This is due to the clinical skills test that was add-
ed to the paper-based Korean Medical Licensing Examination 
(KMLE) in 2009. This crucial change in the KMLE has strength-
ened clinical performance in Korean medical schools. 

Yeungnam University has also conducted regional consortiums 
in training and its evaluation of clinical performances bi-annually. 
The consortium is primarily intended for educational feedback, 
so after conducting a similar evaluation of the KMLE, not only in-
dividual student feedback but also school feedback will be ob-
tained. 

The clinical skills test is consisting of the objective structured 
clinical examination (OSCE) and clinical performance examina-
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tion (CPX). In evaluating communication skills and attitude by 
the standardized patient (SP), Yeungnam University employs five 
to six items that are the same as the physician-patient interaction 
(PPI) scales on the KMLE. These items include effective ques-
tioning, careful listening, a patient-centered attitude, using words 
precisely, and rapport building. In the physical examination sta-
tion, another item has been included to assess a good manner 
during physical examination. Even though the six items of the PPI 
evaluation are based on global rating forms, the assessment guide-
lines and evaluation criteria for each question are quantitative 
rather than qualitative. They endeavor to establish an objective 
evaluation according to the checklist developed for this purpose. 
Faculty raters evaluate technical skills; SP raters evaluate PPI for 
the same students. This evaluation process is based on multiple 
studies conducted on the accuracy of information provided by 
trained SP raters and derived from SP assessments [1-3]. 

In general, the degree of agreement between faculty and SP 
scoring is 80% to 100%. However, research has shown inconsis-
tencies in SP evaluations in Korea for 2,000, although SP score are 
higher than faculty scores. For example, in the study of Park et al. 
[4], the degree of agreement among the evaluations was 71% to 
82%; the correlation among those evaluations appeared to have a 
36% to 42% reliability, and the actual correlation itself was 0.60 to 
0.65. The study of Kim et al. [5] regarding 14 evaluation items 
shows a significant difference between faculty and SP evaluations. 
In other studies, the correlation between faculty raters and SP rat-
ers for PPI was 0.54, which was lower than that in other regions 
[6,7]. Numerous researchers agree that the differences among the 
raters are due to a lack of explicit criteria and training experience, 
the rater’s level of fatigue, and the number of items and rating 
scales [8,9]. 

Since 2010, however, there has not been enough exploratory 
research into the characteristics of these assessors or their reliabili-
ty. This is the primary reason for the current study—to remedy 
evaluation methods, assessment skills, and training for raters. To 
accomplish reliable PPI evaluations, we compared faculty evalua-
tions using the Yeungnam University Scale (YUS), analytic global 
rating scale (AGRS), and holistic rating scale (HRS) [10] with SP 
evaluation scores. In addition, research was conducted on the dif-
ferences in faculty specialty and rater’s experiences, as well as the 
rater’s level of fatigue as time passes. 

The research problems of this study are as follows: are there any 
differences in PPI scores between faculty raters and SP raters; 
what are the differences in PPI scores based on the faculty raters’ 
specialty? What are the differences in PPI scores according to the 
raters’ evaluation experience? Are the scores consistent from be-
ginning to end during long evaluation times? 

Materials and methods 

1. Procedure and participants 
The present study protocol was reviewed and approved an ex-
emption of informed consent by the Institutional Review Board 
of Yeungnam University Hospital (IRB No: 7002016-E-2015-
001).  

For this study, we analyzed the PPI evaluation in the CPX that 
was conducted among third-year students at Yeungnam Universi-
ty College of Medicine in 2013. The evaluation was conducted on 
December 16 and 17. In total, 72 students were enrolled; there 
were 51 males (70.8%) and 21 females (29.2%) whose average 
age was 22.45 years. The group was subdivided randomly into 12 
teams consisting of six members each. A total of 12 stations were 
set up to evaluate the CPX over 2 days; two copies of six stations 
were assigned each morning and afternoon. 

To assess the reliability of the evaluation process, faculty raters 
and SP raters conducted the PPI evaluation simultaneously in 
each station; 48 faculty raters and 24 SP raters took part in the 
evaluations. Before the examination, all raters were trained for 2 
hours on the general assessment process and the criteria for scor-
ing assigned stations. We analyzed the evaluation results of eight 
stations, excluding four stations that did not have a complete scor-
ing process. Consequently, we analyzed the final data based on 
evaluations conducted by 32 faculty and 16 SP raters. Of the 32 
faculty raters, 12 evaluated stations related to their specialty while 
the other 20 evaluated stations out of their specialty. Nine had 
majored in basic medical science and 23 in clinical medicine. On 
average, faculty raters had participated in evaluation 5.13 times, 
while the average evaluation experience of SP raters was 7.44 
times. Finally, the eight stations we examined included: jaundice, 
antenatal care, adult immunization, drinking problems, low back 
pain, micturition disorder, convulsion in childhood, and masto-
dynia/breast mass. 

2. Research instruments 
For this study, three rating scales were employed. The first scale, 
the YUS, was developed by the Daegu-Gyeungbuk regional con-
sortium in Korea and revised by the Yeungnam University Col-
lege of Medicine. The YUS consists of six items worth four points 
each; effective questioning, careful listening, patient-centered atti-
tude, using words precisely, rapport building, and a good manner 
during physical examination. Also, the uniqueness of this rating 
scale is that it is similar to the global rating; however, it has been 
developed as a quantitative criterion to ensure evaluation objec-
tivity. Table 1 shows an example of YUS. As a second scale, we 
employed four questions from AGRS developed by Hodges and 
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McIlroy [10]. The AGRS consists of the following four items 
worth five points each; response to patient’s feelings and needs, 
degree of coherence in the interview, verbal expression, and 
non-verbal expression. This scale used qualitative criteria to assess 
the above items. Finally, the one-item HRS was employed as an 
additional question for the overall assessment of the knowledge 
and skills. Table 2 shows an example of AGRS and HRS. 

3. Analysis 
Regarding the 72 students’ clinical performance, we compared 
differences in final scores using the rater’s assessment expertise, 
rating experience, and the level of fatigue. Initially, all test items 
used T-score as a standard; the scores of YUS, AGRS, and HRS 
were compared with the average scores of the overall test items. In 
addition, we compared the faculty rater’s scores with those of the 
SP raters for each of the evaluations. We also compared scores of 
the faculty raters who assessed stations related to their specialty 
with the scores of those who assessed stations out of their special-

ty and the differences between basic medical science and clinical 
medicine specialties. We proceeded with comparing score differ-
ences based on rater evaluation experience divided into three cat-
egories; less than three times, three to 10 times, and more than 10 
times. 

Furthermore, we examined the correlation coefficient based on 
the SP rater’s level of fatigue. To test these group differences, the 
T-test and F-test were used. To verify differences based on SP rat-
er fatigue, we compared the results of SPs who were assigned 
during the morning or afternoon with those who participated all 
day. Moreover, we looked at the correlation differences among all 
scales.  

Results 

A comparison of raters’ scores based on the evaluation tools for 
each item and the inter-rater correlation coefficient are shown in 
Table 3 and Fig. 1. The results show significant differences in 
scores between faculty and SP raters according to the evaluation 
tools. The scores of SP raters were significantly higher than those 
of the faculty raters; YUS (t = –18.23, p < 0.001), AGRS (t = –
10.24, p < 0.001), and HRS (t = –3.20, p < 0.01), respectively. 
Correlation coefficients between the faculty and SP raters were 
the following: YUS, 0.49 (p < 0.001); AGRS, 0.34 (p < 0.01); and 
HRS, 0.40 (p < 0.001), respectively. These results indicate a sig-
nificant correlation among the raters’ scores based on each evalua-
tion tool. 

The results of the score differences according to the major con-
gruence of the raters who assessed items related to their specialty 
and those who assessed items out of their specialty are in Table 4. 
There was a significant difference between the YUS (t = –3.61, 
p < 0.001) and the AGRS (t = –2.73, p < 0.01). The scores of the 
raters who assessed stations related to their specialty were lower 
than those of the raters who assessed stations out of their area of 
specialty. In the case of HRS, there was no significant difference. 

Table 5 shows the results of score differences according to rat-
ers’ evaluation experiences. In the YUS and AGRS, significant dif-

Table 1. An example of evaluation standards of Yeungnam 
University Scale

Item Standard
1. He (or she) asked  

me something well 
and effectively

· Effective questions: open questions, confirmation 
questions, summary of the dialogues

· Avoid questions: leading question, double 
meaning questions

4. Excellent: asked all effective questions without 
any avoid questions

3. Good: asked 2 effective questions and avoid 
questions

2. Normal: asked 1 effective question or not 
asked any effective and avoid questions

1. Not sufficient: not asked any effective question 
and asked avoid questions

2. He (or she) listened 
carefully

· Verbal response, listening attitude, eye contact, 
not take any speaking

4. Excellent: used 4 actions very well
3. Good: used 2 or 3 actions of all
2. Normal: used 1 action or not used any actions  

and not used any opposite actions
1. Not sufficient: used 4 opposite actions

Table 2. An example of evaluation standards of analytic global rating scale and holistic rating scale

Example
Rating scale

1 2 3 4 5
Response to patient's feelings 

and needs (empathy)
Does not respond to obvious patient 

cues (verbal and non-verbal) and⁄or 
responds inappropriately

Responds to patient's needs and 
cues, but not always effectively

Responds consistently in a perceptive 
and genuine manner to the  
patient's needs and cues

Degree of coherence in the 
interview

No recognizable plan to the interaction; 
the plan does not demonstrate 
cohesion or the patient must  
determine the direction of the  
interview

Organizational approach is formulaic 
and minimally flexible and⁄or 
control of the interview is  
inconsistent

Superior organization, demonstrating 
command of cohesive devices 
flexibility, and consistent control 
of the interview
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Fig. 1. X-Y scatter plot with scores of faculty and standardized patient. SP, standardized patient; YUS, Yeungnam University Scale; AGRS, 
analytic global rating scale; HRS, holistic rating scale.

Table 3. Comparisons of rating scales and Pearson’s correlation coefficient of raters

Case Rating 
scale

Rater
t Pearson’s correlation  

coefficientFaculty (n=32) SP (n=16) Total (n=48)
n Mean (SD) n Mean (SD) n Mean (SD)

A YUS 4 50.39 (8.41) 2 56.33 (2.53) 6 53.42 (6.82) –5.70c) 0.34b)

AGRS 4 49.81 (9.34) 2 55.49 (7.79) 6 52.71 (9.01) –3.98c) –0.34b)

HRS 4 51.79 (10.50) 2 54.29 (9.28) 6 53.06 (9.94) –1.51 –0.28a)

B YUS 4 43.98 (8.33) 2 53.20 (6.15) 6 48.63 (8.63) –7.62c) 0.26a)

AGRS 4 45.48 (5.96) 2 47.44 (12.35) 6 46.47 (9.73) –1.23 0.12
HRS 4 49.13 (9.45) 2 46.22 (12.90) 6 47.67 (11.37) 1.56 0.32b)

C YUS 4 45.34 (7.48) 2 50.24 (7.59) 6 47.85 (7.90) –3.91c) 0.36b)

AGRS 4 45.77 (7.36) 2 48.28 (10.30) 6 47.05 (9.04) –1.70 0.27a)

HRS 4 45.89 (9.30) 2 46.66 (11.00) 6 46.28 (10.17) –0.45 0.39c)

D YUS 4 46.32 (9.73) 2 53.61 (4.48) 6 50.50 (8.03) –5.16c) –0.11
AGRS 4 46.71 (10.35) 2 51.54 (6.47) 6 49.48 (8.65) –3.05b) –0.09
HRS 4 47.79 (10.50) 2 47.75 (7.21) 6 47.76 (8.73) 0.02 0.06

E YUS 4 47.61 (6.58) 2 55.35 (3.96) 6 51.64 (6.61) –8.39c) 0.26a)

AGRS 4 49.48 (6.53) 2 55.19 (6.27) 6 52.46 (6.99) –5.31c) 0.21
HRS 4 51.21 (9.84) 2 55.37 (7.09) 6 53.38 (8.74) –2.87b) 0.32b)

F YUS 4 45.19 (5.67) 2 54.93 (3.12) 6 50.09 (6.68) –12.88c) 0.35b)

AGRS 4 47.59 (7.27) 2 56.85 (4.78) 6 52.25 (7.68) –9.11c) 0.03
HRS 4 48.03 (9.10) 2 58.43 (4.07) 6 53.26 (8.74) –8.91c) 0.14

G YUS 4 41.50 (8.64) 2 49.77 (4.44) 6 45.09 (8.21) –7.05c) 0.23
AGRS 4 43.21 (8.62) 2 49.73 (5.35) 6 46.04 (8.04) –5.27c) 0.24
HRS 4 45.38 (10.73) 2 46.84 (7.35) 6 46.01 (9.41) –0.92 0.45c)

H YUS 4 49.22 (6.31) 2 54.24 (3.56) 6 51.87 (5.62) –5.69c) 0.17
AGRS 4 51.91 (5.19) 2 54.61 (3.98) 6 53.34 (4.77) –3.42c) 0.18
HRS 4 53.41 (8.84) 2 51.02 (8.10) 6 52.14 (8.51) 1.67 0.06

Total YUS 4 46.13 (8.12) 2 53.57 (5.18) 6 49.93 (7.73) –18.23c) 0.29c)

AGRS 4 47.44 (8.08) 2 52.48 (8.38) 6 50.01 (8.61) –10.24c) 0.14b)

HRS 4 49.05 (10.09) 2 50.95 (9.78) 6 50.02 (9.98) –3.20b) 0.20c)

SP, standardized patients; SD, standard deviation; YUS, Yeungnam University Scale; AGRS, analytic global rating scale; HRS, holistic rating scale; A, 
jaundice; B, antenatal; C, adult immunization; D, drinking problem; E, low back pain; F, micturition disorder; G, convulsion in childhood; H, mastodynia, 
breast mass.
a)p <0.05. b)p <0.01. c)p <0.001.
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ed to minimize the effects of co-factors to secure fairness. There-
fore, this study tried to find out the difference between evaluation 
results according to the characteristics of evaluators and evalua-
tion tools and discuss the implications of each result. 

The result of this study showed that there was a slight difference 
in PPI scores between faculty raters and SP raters. In general, 
when there was a significant difference, the evaluation scores of 
SPs were significantly higher than that of the faculty. These results 
were similar to previous studies due to the SP role, which was not 
primarily for evaluation purposes but rather for constructive edu-
cational feedback. Hence, SPs are not comfortable with giving low 
scores. However, faculty raters deal with subjects with which they 
are familiar; consequently, they can be better focused and stricter 
in their evaluation [11-13]. In addition, concerning the YUS, 
AGRS, and HRS scores, Pearson’s correlation coefficient between 
the faculty and SP raters was 0.34 to 0.49. In the study of Kwon et 
al. [6], the results of the CPX concerning technical skill items-his-
tory taking, physical examination, and patient education-showed 
correlation coefficient from 0.69 to 0.91. In contrast, the correla-
tion for the patient-doctor relationship was somewhat low; 0.09 
to 0.51. The reasons for these results could be found in ambigu-
ous applied standards, the level of raters’ fatigue, and lack of train-
ing [6-9,14]. For additional improvement of the evaluation pro-
cess, this study recommends periodic evaluation of raters and fur-
ther training tasks. 

The SPs involved in this study had participated in PPI evalua-
tions using the YUS an average of 7.44 times and had at least 3 to 
12 hours of training according to the training guidelines set by the 
consortium. However, in the training for the AGRS and HRS, the 
instruction portion involved less than three hours of training. Fur-
thermore, the raters’ fatigue from having to assess on all three 
scales could affect the evaluation outcome. In the case of faculty 
raters, even though they had an average of 5.13 evaluation experi-

Table 4. Comparisons of scores according to the congruence of the 
raters’ specialty

Rating scale
Specialty

Total (n=32) tCongruence 
(n=12)

Incongruence 
(n=20)

YUS 44.36 (5.94) 46.74 (8.68) 46.13 (8.12) –3.61a)

AGRS 46.00 (6.91) 47.95 (8.39) 47.44 (8.08) –2.73b)

HRS 48.61 (10.26) 49.20 (10.05) 49.05 (10.09) –0.60

Values are presented as mean (standard deviation).
YUS, Yeungnam University Scale; AGRS, analytic global rating scale; HRS, 
holistic rating scale.
a)p<0.001. b)p<0.01.

Table 5. Comparisons of scores between evaluation experiences of faculty raters and standardized patients

Rating scale Rater
Evaluation experience (time)

Total
F Scheffé<3 3–10 >10

n Mean (SD) n Mean (SD) n Mean (SD) n Mean (SD)
YUS Faculty 6 48.49 (7.48) 20 44.35 (7.64) 6 49.03 (8.83) 32 46.13 (8.12) 19.78a) 3,1>2

SP 3 48.57 (5.09) 7 55.57 (3.71) 6 51.89 (5.84) 16 53.57 (5.18) 39.68a) 2>1,3
Total 9 49.68 (6.81) 27 49.37 (8.33) 12 50.94 (7.09) 48 49.93 (7.73) 4.39b) 3>2

AGRS Faculty 6 51.66 (7.83) 20 46.04 (7.26) 6 50.49 (9.55) 32 47.44 (8.08) 14.11a) 3,1>2
SP 3 51.22 (6.00) 7 55.29 (6.69) 6 49.78 (9.87) 16 52.48 (8.38) 30.19a) 2>1,3
Total 9 47.29 (7.20) 29 50.18 (8.38) 10 50.01 (9.76) 48 50.01 (8.61) 0.4

HRS Faculty 6 49.96 (10.30) 20 48.18 (10.08) 6 50.87 (9.69) 32 49.05 (10.09) 3.25b)

SP 3 49.80 (7.18) 7 53.48 (8.90) 6 49.64 (10.88) 16 50.95 (9.78) 19.25a) 2>1,3
Total 9 48.54 (9.15) 27 50.55 (9.92) 12 50.04 (10.50) 48 50.02 (9.98) 3.17b) 2>1

SD, standard deviation; YUS, Yeungnam University Scale; SP, standardized patient; AGRS, analytic global rating scale; HRS, holistic rating scale.
ap<0.001. b)p<0.05.

ferences based on the faculty’s evaluation experience were ob-
served. It was observed that the scores from those who had partic-
ipated 3–10 times group were lower than those from the other 
two groups. In all scales, there were significant differences among 
the SP raters. However, for the SP raters, scores from those who 
had participated 3–10 times were higher than those from the oth-
er groups. 

The reviewed correlation between three rating scales in each 
group of raters is shown in Table 6. In the results of the correlation 
between the rating scales, the following were observed; 0.66 to 
0.83 in faculty (p < 0.001) and 0.68 to 0.82 in SP (p < 0.001). 

To find the impact of the raters’ level of fatigue on evaluation 
outcome, we compared the scores given by SP raters in the morn-
ing and afternoon. The results are shown in Table 7. The correla-
tion between the YUS and AGRS and between the YUS and HRS 
were significantly lower in the afternoon than in the morning. 

Discussion 

Analyzing the differences between the evaluation results of the 
three assessment tools and the raters’ characteristics, we have ex-
plored factors that may affect PPI scores. This study was conduct-

https://doi.org/10.12701/yujm.2020.00423122

Park YS et al.  Evaluation of physician-patient interaction in clinical performance examinations



ences, their previous experience was limited only to evaluating 
technical skills; thus, they did not have proper training in con-
ducting PPI evaluations. Since the pre-evaluation training for this 
study was completed in only one hour, overall training for the 
evaluation process was insufficient. There is another possibility 
that the raters’ fatigue level was high because we conducted the 
technical skill and PPI evaluations together. The fact that the reli-
ability among the scales evaluated in the afternoon is lower than 
that in the morning can be interpreted as an increase in the fatigue 
of the evaluator and a decrease in concentration. Therefore, it is 
necessary to arrange evaluators separately in the afternoon or pro-
vide sufficient rest time. 

There were significant differences in the scores related to the 
raters’ specialty and in scores between basic medical science and 
clinical medicine. Regarding the evaluation experience, the scores 
showed significant differences among each faculty and SP group. 
In the case of the faculty, the scores of evaluators with 3–10 evalu-
ation experiences were significantly lower than those with less 
than three or more than 10 evaluation experiences. However, in 
the case of SPs, the evaluation scores of evaluators with 3–10 ex-
periences were significantly higher than those with less than three 
or more than 10 evaluation experiences. These results are the 
same for all YUS, AGRS, and HRS evaluations. 

According to these results, it was found that the faculty mem-
bers were more thoroughly assessed if their majors matched, or if 
they had more than three or less than 10 evaluation experiences. 
However, SPs appeared to be less thorough, as they became accus-

tomed to evaluation and became more involved when they had 
three to 10 evaluation experiences. To offset these differences and 
increase reliability, we need to strengthen the rater’s competences 
through systematic strategies during their training and feedback. 
In addition, it is necessary to systematically apply a statistical 
method to offset the score difference between evaluators. Accord-
ingly, in medical schools, it is necessary to train or acquire evalua-
tion experts or analysis experts, and it is necessary to secure an 
evaluation system or an evaluation support team that is capable of 
systematic evaluation support. 

Besides, in Korea, technical skills are assessed by faculty, but hu-
manistic skills are assessed by SPs. The faculty raters tend to 
over-emphasize the importance of technical skills and, thus, eval-
uate them more strictly. However, they are inclined to be laxer and 
more generous when evaluating humanistic skills because they 
would feel awkward doing otherwise [15]. Moreover, Park et al. 
[7] reported lower PPI scores from SP evaluators through com-
parative studies on the accuracy of scoring by faculty and SPs on 
the CPX, confirming that there are also differences between eval-
uators who are simply observant or participatory. This means that 
it may also depend on the extent of the evaluator’s subjective in-
tervention, and therefore, accurate feedback on humanistic skills 
can be hindered in the process of evaluation feedback and retrain-
ing. Hence, faculty raters need to recognize the importance of hu-
manistic skills and feedback for their results. Separate sessions of 
technical and humanistic skills on the CPX needs to be examined 
closely; both adequacy and reliability should be reviewed. 

This study also tried to explore the appropriateness of the eval-
uation tool. Numerous previous studies on the subject report that 
the global rating is similar to the checklist or even superior in va-
lidity and reliability. Furthermore, to evaluate students’ perfor-
mance, they recommend using the checklist and the global rating 
scale together [11,16-18]. The checklist is primarily known for 
the evaluation of technical skills, including procedural perfor-
mance. However, the global rating scale is known as an efficient 
tool to measure a student’s attitudes and PPI, communication 
skills, and possible expertise [16,18-23]. Therefore, as far as hu-
manistic skills are concerned, it is appropriate to employ the glob-
al rating scale for the PPI. 

The worksheet has been developed as a checklist, although the 
PPI evaluation scales include global rating scale items at the Yeun-
gnam University College of Medicine. This is because the check-
list is superior in apparent objectivity and ease of use [24]. How-
ever, the checklist form of the worksheet may be more appropriate 
for the technical skills station, and the global rating form may be 
more appropriate for attitudes in the PPI station [25]. Generally, 
raters who use the checklist are inclined to give the same scores to 

Table 6. Comparisons of correlation between three rating scales in 
each group of raters

Pearson’s correlation 
  coefficient Faculty (n=32) Standardized 

patient (n=16) Total (n=48)

YUS-AGRS correlation 0.83a) 0.77a) 0.80a)

AGRS-HRS correlation 0.75a) 0.82a) 0.77a)

YUS -HRS correlation 0.66a) 0.68a) 0.62a)

YUS, Yeungnam University Scale; AGRS, analytic global rating scale; 
HRS, holistic rating scale.
a)p<0.001.

Table 7. Comparisons of correlations between morning and 
afternoon in standardized patient raters

Pearson’s correlation 
  coefficient

Morning 
(n=16)

Afternoon 
(n=16)

Total 
(n=32) t

YUS-AGRS correlation 0.82 (0.08) 0.71 (0.10) 0.76 (0.11) 3.32a)

AGRS-HRS correlation 0.80 (0.12) 0.76 (0.13) 0.78 (0.12) 0.75
YUS-HRS correlation 0.72 (0.14) 0.59 (0.10) 0.65 (0.14) 2.74b)

Values are presented as mean (standard deviation).
YUS, Yeungnam University Scale; AGRS, analytic global rating scale; 
HRS, holistic rating scale.
a)p<0.01. b)p<0.05.
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the students whether they performed well [26]. In this study, one 
of the SPs reported that there were students who were not satis-
fied with the overall physician-patient relationship, although she 
gave high scores for a lack of demerit factors according to the 
checklist. 

In addition, students tend to memorize the checklist rather than 
practice technical skills in the process of preparing for the OSCE 
[27]. In this context, the phenomenon diminishes the value of ed-
ucation; specifically, it reduces the validity of assessing students’ 
competence [12]. It is therefore imperative that we provide im-
proved assessment tools for students so that the skills are embod-
ied rather than a simple recitation of a memorized PPI checklist. 
Furthermore, it is necessary that students internalize the correct 
attitude in their practice. Thus, we propose a further study on how 
to improve evaluation tools and standards as a form of the AGRS. 

In this study, SP assesses an average of six students at one sta-
tion. We compared the correlations among the individual assess-
ment scales, dividing the process into two different time peri-
ods-morning and afternoon-to find out the potential impact that 
raters’ fatigue can have on the scores. We found a significant dif-
ference in the correlation between YUS and AGRS, and between 
YUS and HRS. Scores given in the afternoon session were lesser 
reliable than those given in the morning, which is statistically sig-
nificant. Indeed, it is hard to stay focused on evaluations for a long 
time. The rater’s fatigue, caused by the multitude of evaluation 
items and the number of students to evaluate, is responsible for 
the failure to maintain consistency [28-30]. To enhance the de-
gree of consistency among raters, a strategy to lengthen the train-
ing period but reduce the time that raters spend on assessments 
could be proposed. Furthermore, specific ways could be proposed 
to use professional SPs more efficiently. As described above, SP 
evaluators received 3 to 12 hours of pre-training for CPX evalua-
tion whereas faculty members received only one hour of pre-train-
ing. The reason for the low correlation between evaluation scores 
between faculty members and SP evaluators may also be because 
the standardized evaluator education was not conducted equally. 
It is suggested that systematic training is required for all evaluators 
to increase the reliability of evaluation scores. 

This study based on one CPX assessment conducted at a 
school, and it is focused on the evaluation of the patient-doctor 
relationship rather than the clinical performance process. Due to 
temporal and financial limitations in the actual evaluation, two 
SPs participated in one clinical item evaluation, while four profes-
sors participated in the same evaluation. Therefore, the decrease 
in reliability for the evaluation tools of SP evaluators in the after-
noon may be due to the increased fatigue. 

Although the correlation was a little low, it was considered that 

the correlation between faculty and SP evaluators was higher 
when YUS was used than when AGRS or HRS were used. In the 
actual evaluation situation, ease of evaluation is considered as an 
important factor, and the evaluation tools with high validity and 
reliability with a few evaluation items are preferred. It is recom-
mended to use HRS for the ease of evaluation, but it can be seen 
that the use of AGRS or YUS that comprises four to six items may 
be more appropriate to compensate for the limitations regarding 
single-item measurement. The most appropriate evaluation tool 
should be suitable in the form and number of evaluation items, 
and both evaluation validity and reliability must be satisfied. 
Therefore, it is necessary to continuously study which evaluation 
tools are useful for evaluating according to various evaluation situ-
ations and clinical presentations. 

The limitations of this study are as follows: First, this cannot be 
generalized because it based on the experience of a single school. 
Second, it is a retrospective study, not a study designed to identify 
only the factors that affect PPI scores. Third, this is a separate 
analysis of the PPI scores only, which are parts of the station for 
CPX. Therefore, it did not reflect the impacts of the characteris-
tics (e.g., difficulty level, etc.) of each station. Finally, it did not re-
flect the personal characteristics (e.g., beliefs, emotional state, fa-
tigue level, etc.) of raters on the day of assessment.  

In conclusion, the reliability of PPI scores on the CPX was 
found to be significantly affected by evaluator factors as well as the 
type of scale used. There is a need for a further study to establish 
guidelines for evaluating PPI on the CPX and to offer appropriate 
assessment tools, an ideal number of items, raters’ qualification, 
and ideal length of evaluation time. 
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