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Abstract 

 

The removal of accessories from the face is one of the essential pre-processing stages in the 

field of face recognition. However, despite its importance, a robust solution has not yet been 

provided. This paper proposes a network and dataset construction methodology to remove only 

the glasses from facial images effectively. To obtain an image with the glasses removed from 

an image with glasses by the supervised learning method, a network that converts them and a 

set of paired data for training is required. To this end, we created a large number of synthetic 

images of glasses being worn using facial attribute transformation networks. We adopted the 

conditional GAN (cGAN) frameworks for training. The trained network converts the in-the-

wild face image with glasses into an image without glasses and operates stably even in 

situations wherein the faces are of diverse races and ages and having different styles of glasses. 
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1. Introduction 

Various generative adversarial network (GAN)-based networks have been proposed that 

convert in-the-wild face images for arbitrary purposes. These studies have been applied to 

perform diverse functions such as virtual makeup [1] and age/race-estimation [2, 3]. They have 

also been used in practical applications [4]. These studies have developed rapidly because the 

scale and quality of labeled datasets in the field of facial-attribute transformation have 

expanded greatly [5, 6]. The datasets are combined with various image-to-image translation 

technologies, and many facial feature transformation networks have emerged [7-9]. 

To apply a convolutional neural network (CNN)-based facial feature transformation 

network effectively to an in-the-wild image, the image must be pre-processed for learning 

purposes. In particular, accessories such as glasses, hats, and masks on or near the face 

interfere with the detection of facial feature regions such as the eyes, head, and mouth, which 

are the main facial features, thereby hindering the efficiency of CNN-based network learning. 

Therefore, face transition network researchers often regard images with these accessories as 

noise data and remove them from the dataset or perform related pre-processing manually. 

Although techniques such as face frontalization [10] have been proposed, there are still many 

difficulties in completely removing accessories such as glasses. These pre-processing costs 

have been an obstacle to improving network performance in the field of face transition 

research. 

In this paper, we propose a network that can effectively remove only the glasses from among 

various accessories attached to the face. Glasses are the most frequently encountered among 

facial attachment accessories, but their effect may differs depending on race and gender; hence, 

it is surprisingly difficult to remove them using traditional machine learning methodologies. 

Our methodology has the advantage of improving the stability and accuracy of network 

learning by using the supervised learning technique; by using automated synthetic images to 

build the dataset, it incurs no data labeling cost. In addition, our methodology is easy to use in 

other applications because it uses a relatively easy-to-use dataset and pre-trained facial feature 

network. 

There are few instances of studies that specialize in the field of eyeglass removal. Liang 

[11] used deep CNNs and Hu [12] used the unsupervised method; however, there are cases 

where the test set size is not large, or the resulting image quality is unstable. Our proposed 

method can be used in a pre-processing network for various facial attribute conversion 

techniques by recommending a data construction and network specialized for removing 

glasses. 

2. Related Work   

2.1 Facial Attribute Editing Networks 

Facial attribute editing is a research field that creates various transformed images by changing 

the facial attributes within a facial image. Initial research on facial attribute editing was mainly 

based on autoencoder-based approaches such as Variational AutoEncoder (VAE)/GAN [13], 

IcGAN [14], and Fader-Network [15]. Recently, various GAN-based approaches have become 

mainstream research. 

Choi et al. proposed StarGAN [16], a scalable approach that can perform image-to-image 

translations for multiple domains using only a single model. As StarGAN uses one neural 

network to convert images from one domain into many domains, it learns general knowledge 
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and creates images of higher quality. In addition, it is a very economical model if computing 

power is considered as a cost. He et al. proposed AttGAN [17], which improved the attribute 

editing performance by employing only the necessary adversarial loss, attribute classification 

loss, and reconstruction loss. They applied an attribute classification constraint to the 

generated image to guarantee the correct changes in the desired attributes. Liu et al. proposed 

STGAN [18], which attempts to address blurred image issues from a selective transfer 

perspective. Their model selectively takes the difference between the target and source 

attribute vectors as inputs. Selective transfer units are incorporated adaptively with an encoder-

-decoder to select and modify the encoder feature for enhanced attribute editing. Zhang et al. 

proposed that a spatial attention mechanism be introduced to the GAN framework (SaGAN) 

[19] to alter the attribute-specific region only and retain the rest unchanged. Their generator 

contains an attribute manipulation network (AMN) to edit the face image and a spatial 

attention network (SAN) to localize the attribute-specific region that restricts the alteration of 

the AMN within this region. Zhou1 et al. proposed GeneGAN [20], which can learn 

disentangled attribute subspaces from weakly labeled data by adversarial training. Their model 

can learn object transfiguration from two unpaired sets of images: one set containing images 

that “have” that kind of object and the other being the opposite, with the mild constraint that 

the objects are located approximately at the same place. Xiao et al. proposed DNAGAN [21], 

which attempts to disentangle different factors or attributes of images. The latent 

representations of images are DNA-like, in which each piece represents an independent factor 

of the variation. They also proposed ELEGANT [22], which receives two images with 

opposite attributes as inputs. Their model can transfer the same type of attributes from one 

image to another by exchanging certain parts of their encodings. Kim et al. proposed an 

unsupervised method of learning to transfer visual attributes [23]. They swapped attributes 

between two faces by exchanging attribute-relevant latent codes. Their method can learn the 

transfer function without any corresponding images. Yin et al. proposed GeoGAN [24] 

leveraged facial landmarks as geometric guidance to learn differentiable flows automatically, 

despite the existence of a large pose gap. They used geometry-aware flow, which serves as a 

well-suited representation for modeling the transformation between instance-level facial 

attributes. Chen et al. [25] proposed an end-to-end convolutional neural network that supports 

fast inference, edit-effect control, and quick partial model updates. They used Facelet-Bank 

[26] for each attribute to infer the feature deviation for attribute generation. 

2.2 Eyeglasses Removal Networks 

The removal of accessories from the face is a technology required during pre-processing in the 

field of face recognition. Because accessories that are attached to faces interfere with machine 

learning, pre-processing is applied to standardize the face with face frontalization technology. 

Early research in this field mainly used statistical learning techniques. Wu et al. [27] proposed 

a finding-and-replacing approach for removing glasses from a frontal face image. This method 

first finds the position of the glasses with an eye area detector and then replaces them with a 

composite glasses-free image. Park et al. [28] applied the recursive process of principal 

component analysis (PCA) reconstruction and error correction to create a face image without 

glasses. Because the temperatures of the glasses and the human face are different there is also 

an operation to remove the glasses using thermal imaging. Wong et al. proposed a nonlinear 

glass removal algorithm for thermal images based on kernel PCA [29]. This method performs 

PCA to transfer the visible reconstruction information from the visible feature space to the 

thermal feature space and then applies image reconstruction to remove the glasses from the 

thermal facial image. Unlike the aforementioned PCA-based methods, some researchers rely 
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on sparse coding and expectation-maximization to reconstruct the face. De Smet et al. [30] 

proposed a generalized expectation-maximization algorithm in which the estimation of the 

morphable model-related parameters is interleaved with visibility computations. Their method 

iteratively estimates the parameters of a three-dimensional (3D) morphable face model to 

approximate the appearance of a face in an image. They also suggested a visibility map that 

segments the image into visible and occluded regions. However, these PCA-based studies only 

used the front-of-face image and used the images taken in a controlled environment as learning 

data; hence, there were limitations in applying them to in-the-wild images including various 

lighting, face angles, and poses. To overcome these limitations, accessory removal 

technologies that can cope with in-the-wild images are being introduced. Hu et al. [31] 

proposed a unified eyeglass removal model called eyeglasses removal generative adversarial 

network (ERGAN). The proposed model learned to swap the eye area on two faces. The 

generation mechanism focuses on the eye area and evades the difficulty of generating a new 

face. Their method does not depend on the dense annotation of the eyeglasses’ location, but 

benefits from large-scale face images with weak annotations. Lee et al. [32] proposed 

ByeGlassesGAN, an image-to-image GAN framework for spectacle removal. Their model 

consists of an encoder, a face decoder and a segmentation decoder. The segmentation decoder 

is used to predict the segmentation mask of the glasses. Zhao et al. [33] proposed a spectacle 

eyeglasses method based on attribute detection and an improved TV restoration model. Their 

method consists of several steps consisting of eyeglass position, eyeglass frame determination, 

color information determination, reflective area detection, eyeglass template extraction and 

eyeglass removal. Din et al [34] proposed a user-friendly method for face de-occlusion in 

facial images where the user has control of which object to remove. Their method could 

remove five commonly occurring occluding objects including hands, a medical mask, 

microphone, sunglasses, and eyeglasses.  

Although promising results have been achieved, state-of-the-art methods still suffer from 

inaccurate, blurry, or incomplete images. To compensate for these shortcomings, we propose 

a stable supervised learning technique using synthetic images. Our methodology prevents 

overfitting for a specific network by mixing images generated from various networks and 

attempts to increase the quality of the resulting image by using a simple but reliable supervised 

learning technique. 

3. Dataset for Training  

3.1 Synthetic Glasses Image from Facial Attribute Editing Networks 

The more detailed the attribute labeling is, the more precise the facial attribute editing can be 

in the facial attribute editing network. However, the cost of such labeling is very high and it is 

difficult for individual researchers to construct such a dataset. After acquisition of a large 

number of images with glasses being worn on the web using an image crawler, the images can 

be learned with the unsupervised image-to-image translation technique; however unstable 

image generation may occur owing to the limitations of unsupervised learning. For stable 

supervised learning, many image datasets that are paired and do not require additional 

attributed labeling are needed. For this purpose, we produced a large number of paired glasses 

attached to images using attGAN [17] and StarGAN [16]. To apply attGAN and StarGAN, an 

attributed dataset is required in advance. We created composite images with glasses using 

CelebA and Celeb-HQ images and their attribute data. For this experiment, we created 100,000 

images with glasses using the StarGAN and attGAN. The ratio of StarGAN and AttGAN was 
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set to 3:7. 90% consisted of images with glasses -> images without glasses, and 10% consisted 

of images with glasses and images without glasses. This is to enable a response when an image 

without glasses enters the network. If an image without glasses was not learned, the entangled 

phenomenon of intentionally creating glasses or deforming other images of the face could 

occur when an image without glasses was input. Fig. 1 shows the examples of generated 

synthetic images. 
 

Fig. 1.  Generated synthetic paired images with StarGAN [16] and attGAN [17] 

3.2 Synthetic Glasses Image from Facial Attribute Editing Networks 

If we can create a synthetic image from the attribute editing network, we can obtain a large 

number of images containing the desired attributes. However, if the network is trained with 

only a specific dataset, there is a possibility of overfitting to the dataset used for training. 

Therefore, it is necessary to increase the responsiveness of the network by using diverse 

datasets.  

For this, we created a large number of composite glasses-wearing images using dlib [35]. 

When dlib receives a real image as an input value, it detects 68 facial landmark points. We can 

synthesize the glasses image to generate an image wearing glasses by using the landmark 

points. When the images generated in this way are frontal images, a relatively high-resolution 

image can be obtained. It is helpful to increase the distribution of learning data by generating 

a large number of similar glasses-wearing images. For the frontal face image dataset, we used 

the Pantone dataset [36] and other images from the web by using web crawler. We made 20 

types of glasses images and overlaid them on frontal face images at random. In this way, 

10,000 256 × 256 frontal face images were constructed with data augmentation and added to 

the training data. Fig. 2 shows the examples of generated synthetic images. 
 

    
Fig. 2.  Synthetic images with Pantone dataset 
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3.3 Pseudo Labeling with Race/Gender/Age Estimation 

As a result of observing the datasets used in this study, we found that there were significant 

differences in preferred glasses and attachment methods by race/gender/age. The type of 

glasses differed based on culture, the purpose of use (sunglasses, myopia, farsightedness, etc.) 

and the reasons for wearing them (driving a vehicle, reading, etc.). In particular, the CelebA 

and CelebHQ datasets, which are mainly used in the study, are composed of celebrities; hence, 

the ratio of sunglasses being worn is relatively high. When this difference in the images of 

wearing glasses by race/gender/age is reflected in the network, it can extract accurate feature 

information for removing the glasses. For this, if additional attachment information is input to 

the network, the learning efficiency can be improved. We also wanted to automate this labeling 

task. We used the FairFace [3] network to automatically extract additional eyeglass wearer 

information and input it into the network. FairFace extracts race/gender/age estimates as int 

values. We normalized these values and applied weights as the network input values. Fig. 3 

shows the examples of auto labeled images with FairFace.  
 

Fig. 3.  Auto labeled images with FairFace 

4. Method 

4.1 Generator 

We used the cGAN network structures for supervised learning. By simply adding 

race/gender/age data, cGAN can provide generators and discriminators a condition that can 

assist learning. Using this model, images can be created according to the race/gender/age 

condition. The generator, encoder, residual block, auxiliary classifier, and decoder structures 

proposed in UGATIT [37] were used. Because the UGATIT network includes an auxiliary 

classifier, it has an advantage in learning the key features; it also includes an adaptive 

normalization function, so that the image-to-image translation is relatively stable. The 

proposed network structure is illustrated in Fig. 4. The data were input to the network after 

pairing images of faces wearing glasses and images of faces not wearing glasses. The two are 

entered into the FairFace networks and the estimated race/gender/age is used as the conditional 

value of cGAN. The three estimated conditions and images were concatenated and input to the 

generator and discriminator. The generator is trained to generate an image without glasses as 

realistically as possible to trick the discriminator. 

Let xs ∈ Xs and xt ∈ Xt represent samples from the source and target domains. 

Furthermore, let G1(xs) represents the translated source and target domains, respectively. Our 

model consists of one generators G1(xs), one discriminators D1(G1(xs)), and one feature 

extractor F1. G1(xs) creates an image that fits the target style based on the GAN framework. 
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The discriminators D1 distinguish between real and fake translated images. The feature 

extractor F1 provides the conditions under which the cGAN framework facilitates image 

transformation. The final loss function of our model can be written as the loss of Ltotal. 

𝑎𝑟𝑔min
𝐺1,

max
𝐷1

𝐿𝑡𝑜𝑡𝑎𝑙(𝐺1, 𝐷1, 𝐹1)                                      (1) 

Ltotal comprises five loss terms: Llsgan, Lidentity, Lpixel, and Lcam. The adversarial loss Llsgan 

is employed to match the distribution of the translated images to the target image distribution. 

The identity loss Lidentity is used to ensure that the color distributions of the input and output 

images are similar. Lpixel is used to check the L1 pixel differences between the translated and 

target images. These losses are calculated using G and D with the cGAN frameworks. These 

terms are described in detail in [37]. Lcam uses information from auxiliary classifiers to 

determine the differences between the two domains [38]. 
 

 
 

Fig. 4.  Proposed network architecture 

 

Ltotal = Llsgan (G1, D1) +Lidentity(G1, D1) + Lcam(G1, D1)                      (2) 

+ Lpixel(G1, D1) 

 

4.2 Face Parsing Network 

Our purpose is to convert a face image with glasses into one without glasses. Existing studies 

have attempted to remove the glasses from cropped image data by cropping only the eye 

position within the face. However, in this case, only partial image conversion occurs without 

having global information of the face. At this time, a side effect occurs where the partial 

images around the converted eyes are to inferior in continuity at the interface to the images of 

other areas in the face. To solve this problem, we attempted to reflect the features of the entire 

face in image generation rather than partially interpreting and transforming only the eye area 

to create a stable GAN image. In particular, these attempts enable the GAN framework, which 

generates unstable images, to respond to in-the-wild images taken from different angles and 
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lighting. We used the Fairface [3] network to input additional race/age/gender information into 

the network condition. This is based on the assumption that the style of wearing glasses varies 

according to race/age/gender. The results of our experiment confirmed that the networks 

learned in CelebA and CelebA-HQ could not respond normally to other face images crawled 

on the public web. This is to compensate for the disadvantage that data balancing is not 

complete because CelebA and CelebA-HQ mainly collect data of young celebrities. We 

divided the dataset into six race categories (white, black, Hispanic, East Asian, Southeast 

Asian, Indian, and Middle Eastern), seven age levels, and two gender categories. We then used 

one-hot encoding to input them to the network. 

4.3 Discriminator 

In this study, D has a structure similar to that of G. However, because the image decoder 

module was unnecessary for D, only the encoder and auxiliary network parts were used, except 

for the residual network in G. A classifier that determines whether an image is real or fake was 

added and used instead of the decoder. 

5. Experimental Results 

For experiment, 100,000 source images were randomly selected from the synthetic glass 

wearing images. All images were resized to 256 × 256 pixels for training. For optimization, 

we set the maximum number of iterations to 1,000, the learning rate as 0.0002, and the decay 

rate as 20% per five iterations. The Adam optimizer, with a batch size of two, was used for 

training. The Intel i7-10700K CPU, 64M RAM, and NVIDIA RTX Titan GPU required 

approximately seven days for training. Pytorch was used as the deep learning library. On the 

loss graph, it stably converged from about 400 epochs, and then fine-tuned. The train:val:test 

dataset was set at a 9:1:1 ratio. The test data set consists of a synthetic image and an image 

searched as a face image on the Web. 

First, we evaluated the quality of the proposed network. Fig. 5 shows the multiple generation 

results. We can see that the proposed network produces an overall stable image with the 

eyeglasses removed. Glasses were removed at a rate of approximately 98% when the images 

with glasses were placed in the test set. In our network, because the eyes were visible behind 

commonplace vision correction glasses, these were stably removed. The cases where the 

glasses were not removed well were those with sunglasses. Because they cover the eye, it is 

difficult for the network to infer the eye in images with sunglasses. In particular, when the 

eyebrows are covered, the network is limited in inferring glasses and eyebrows simultaneously. 

The quality of the generated image shows that the generator can stably generate 256 × 256 

resolution images. As a result of the experiment, Resent's skip-connection structure showed a 

higher level of quality compared to U-Net structures such as pix2pix.   

It is noteworthy that the resulting image has clean skin than the ground truth image. These 

results indicate that the network interprets glasses as noise on the skin and learns to remove 

noise from the entire facial area. This is because the mustache and beard were partially 

included in the images with glasses used when creating the training data. This phenomenon 

seems to have occurred because the latent vector of the attGAN / StarGAN network we used 

was partially entangled. The glasses targeted by our network are very reliably removed, but 

owing to the limitations of the synthetic dataset, our latent vector is partially entangled with 

the skin texture. 

We compared our method with the recent eyeglasses remover model, ERGAN [31]. 

Baseline method were implemented using the authors' codes. Fig. 6 shows the comparison 
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results. The resulting image confirms that the result of our proposed method is of higher quality 

than the result generated by ERGAN. As ERGAN undergoes unsupervised training, labeling 

is unnecessary, thus it learns easily, but has the disadvantage of the resulting images’ 

resolution not being high. An additional disadvantage is that the color continuity with other 

pixels in the face image may deteriorate. As our result is for not only the area of the glasses, 

but also when the whole face is learned, such regional discrepancies do not occur. As the 

ERGAN result used the author's pre-trained model, there is a possibility that the best learning 

was not achieved. 

 
Fig. 5.  Generation results 
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Fig. 6.  Comparison between the generated faces of other glasses removal networks 
 

Fig. 7 shows the results when we trained with cGAN using conditions for learning and when 

we used the general GAN. It shows that the performance of the glasses remover improves 

more when learning with cGAN than when learning with GAN. As seen from the resulting 

image, when cGAN is applied, the effect of removing the glasses is shown more clearly. There 

is a possibility that the dataset sampled from the CelebA and CelebA-HQ datasets may not be 

correctly balanced by race/age/gender. The condition added to the network is used as a 

correction value for these parameters. The performance of the generator proposed in this paper 

provides stable glasses removal. However, under unusual conditions (very old or young, ethnic 

minority, etc.), this additional information can supplement the stability of the network. 
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Fig. 7.  Generated images with and without cGAN conditions 

 

We determined the effect of the four additional losses based on GAN loss. Fig. 8 shows the 

resulting images when applying each loss to the test dataset. The top image shows the test 

image entered into the trained network. The image at the bottom is the image with the target 

glasses removed. Fig. 8(c) shows the addition of pixel loss to the most basic GAN loss. The 

network creates an overall shape while removing the glasses to some extent. However, the 

disadvantage is that the resolution of the resulting image is reduced. Fig. 8(b) shows the 

identity loss, and cam loss. The image resolution was greatly improved, but the glasses were 

not clearly removed. Fig. 8(a) shows the results when all proposed losses are used. When the 

glasses were well removed, the image resolution was maintained. This experiment shows that 

pixel loss has the most direct influence on the removal of the glasses. The rest of the losses 

seem to contribute to improving the realism of the face in the image-to-image translation 

framework. 

Fig. 9 Shows the difference between our supervised methodology and the unsupervised 

methodology. The original UGATIT network was used as the unsupervised learning network. 

Similar amounts of image data and training time were used. In most cases, our results reliably 

produce high-resolution eyeglass removal images. However, less than 40% of the UGATIT 

network learned by the unsupervised learning method succeeded in removing glasses. There 

are also sunglass images when glasses are not removed normally. This result confirms that the 

network trained with the stable supervised learning technique using a synthetic dataset 

demonstrates better results under the same data conditions. 

To quantitatively evaluate the similarity between the generated and target face images, we 

used the pixel accuracy, mean accuracy, mean IU, and frequency-weighted IU values as our 

metrics. Table 1 shows the overall performance of our network compared to UGATIT and 

CycleGAN with the test dataset. The pixels were considered to be the same if the color 

difference was within 20%. Fig. 10 shows the differences in pixels. The proposed algorithm 
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exhibited an approximately 10% higher performance for all four indicators. Unlike normal 

objects, face images are very sensitive to changes around the eyes, nose, and mouth; hence, 

these numerical changes can be perceived more obviously.  In the pixel difference image, we 

can see that UGATIT accurately restores the face shape at high resolution, so the pixel 

accuracy is higher; CycleGAN has less resilience than UGATIT. The proposed technique 

accurately restores the face shape and partially removes only the target glasses. Because the 

images created by GAN generate a different color for the hair from the original image, a 

considerable amount of pixel loss occurs in this area but is not perceived as much. 

 

 
 

Fig. 8.  Loss comparison : (a) identity loss + cam loss + pixel loss, (b) identity loss + cam loss,  

(c) pixel loss 
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Fig. 9.  Comparison with unsupervised learning method 

 

 

 

 
 

Fig. 10.  Comparison with unsupervised learning method 
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Table 1. Evaluation metric of generated images 

Models Proposed method UGATIT CycleGAN 

Pixel Accuracy 0.548 0.479 0.466 

Mean Accuracy 0.513 0.464 0.410 

Mean IU 0.358 0.290 0.275 

Frequency Weighted IU 0.387 0.335 0.322 

6. Conclusions 

In this study, we proposed a supervised image-to-image translation technique using synthetic 

images to remove glasses from face images. Ours is a supervised learning technique, but it has 

the advantage that the labeling cost is very low because it uses the pseudo labeling method. 

The proposed network structure based on cGAN enables superior quality of the resulting 

image and the removal of glasses during image-to-image translation. Since we use the 

synthetic data set of our study, there is an advantage that a large amount of data can be easily 

acquired and the network can be trained. However, there was a limitation in responding 

perfectly to various exceptional situations occurring in the actual in-wild environment. Since 

the current network is learned mainly from the front image, it is difficult to cope with the angle 

change, and there are cases where it is not possible to completely remove it from the face 

image wearing sunglasses. Our research can be used for pre-processing to remove unnecessary 

facial accessories through various facial-related deep learning techniques. Because these pre-

processing technologies are required in various facial image processing fields, it is expected 

that there will be numerous future research applications. 
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