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1. INTRODUCTION   

Most seafood currently relies on mechanical and

manual sorting. To reduce labour requirements and

improve processing efficiency, computer vision can

be applied to the non-contact calculation and

measurement of seafood. This can improve proc-

essing efficiency and calculation accuracy without

damaging the seafood being inspected. Related re-

search has been conducted in the field of shellfish

identification. Yang Jingyao et al.[1] used an ex-

treme learning machine to achieve shellfish classi-

fication and identification, but the algorithm was

difficult to achieve rapid high-volume inspection;

Yang Mei et al.[2] studied scallop identification

based on BP neural networks, but were unable to

solve problems such as deformation and occlusion;

Li Hongjie et al.[3] relied on computer vision tech-

nology to achieve seafood classification and quality

assessment. However, the image processing time

was relatively long in the recognition process; Xi,

Rui et al.[4] proposed a computer vision deep

learning method, which enabled the recognition

rate of potato bud-eye to reach 96.32%, which

greatly improved the detection accuracy although

the recognition object was single; in 2013, Costa,

C[5] applied computer vision to automatically clas-

sify size, sex and skeletal abnormalities of grouper,

based on the least squares modelling multi-ele-

ment technique combining image analysis and

contour morphology was applied to the classi-

fication process of live fish.

This research innovatively introduced a Faster

R-CNN network[6] for the recognition, localization

and detection of four shellfish species based on

previous research to address the lack of deep
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learning algorithms for shellfish recognition in real

environments[7-9]. Based on the features of vari-

ous shellfish, the Faster R-CNN framework was

modified by replacing the feature extraction meth-

od and merging means, and collecting and con-

structing shellfish datasets in real environments,

which finally solved the problem of shellfish recog-

nition and localisation in occlusion, light and mul-

ti-target environments, and effectively improved

the recognition rate of shellfish.

2. MATERIALS AND METHODS

2.1 Faster RCNN Architectures

Faster R-CNN has been widely used in recent

years[10], by the combination of RPN and Fast

R-CNN[11], and this study optimizes the archi-

tecture method. The three networks of Faster

R-CNN are: basic network feature extraction, RPN

(region candidate network) and test network. The

colour, contour and texture of shellfish are all deep

abstract features of shellfish. This network, after

being trained, can extract the deep-level features

of the input shellfish images, and after DenseNet

extracts the shellfish feature maps at different

scales and fuses them to achieve accurate shellfish

recognition and classification. The process of

shellfish recognition is shown in Fig. 1.

2.2 Improved Faster RCNN

While deeper networks allow deeper data in-

formation to be extracted, parameters inevitably

increase as the network deepens[12]. This poses

a number of problems for network optimisation and

experimental hardware. The use of DenseNet as

a feature-fetching network helps to address these

issues, as the sample size of the dataset built for

the shellfish classification and detection algorithm

is small and network training tends to lead to over-

fitting[13].

As a novel network architecture, DenseNet bor-

rows ideas from ResNet[14]. The most intuitive

difference between the two architectures is the dif-

ferent transfer functions of the different network

modules.

     (1)

    ⋯    (2)

The transfer function of ResNet described by (1)

and (2) shows that the layer   output of the net-

work is equal to the non-linear change in the layer

L output plus the layer   output. In contrast,

the layer 1 output of a DenseNet block is the set

of all non-linear transformations of the previous

layer's output.

The convolution in each network module (Dense

Block) is interconnected[15]. h stands for each in-

Fig. 1. Faster RCNN algorithm steps.
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put is operated with a k-dimensional 3×3 kernel

using Batch Norm (batch normalisation) and ReLU

(excitation function). k is the depth of the output

features. the depth of DenseNet is 32[16]. For

DenseNet, the aggregated connections in the mid-

dle of its control module allow for a reasonable use

of both shallow and deep layers which are charac-

terised by ensuring their high efficiency and sig-

nificantly reducing their diversity and computation.

Four 121-layer Dense Blocks are used to form

the feature extraction network, and after removing

the fully connected and classification layers, the

RPN and RoI (Region of Interest) pooling layers

are connected to complete target identification and

localisation. The main parameters of the Dense

Block architecture are listed in Table 1. lists the

parameters of the four-DenseBlock architecture.

The front-end feature extractor and the end re-

pressor of the Faster R-CNN detection algorithm

were modified in order to achieve shellfish classi-

fication detection in a realistic environment[17].

The algorithm steps are shown in Fig. 2.

2.3 Algorithm Example

The process of extracting features from shellfish

is visualised and manipulated, with the original

scallop image going through a filter, also known

as convolution, to filter the image, then activation,

and finally pooling to achieve a reduction in param-

eters, using scallops as an arithmetic example, as

shown in Fig. 3, where the granularity of the fea-

ture map is enhanced as the depth of the network

Table 1. DenseNet structure parameters.

Structure Parameter

Layers 7*7 conv, stride 2

Pooling 3*3 max pool, stride 2

Dense Block(1) 






*6

Transition Layers(1)
1*1 conv

2*2 average pool, stride 2

Dense Block(2) 






*12

Transition Layers(2)
1*1 conv

2*2 average pool, stride 2

Dense Block(3) 






*24

Transition Layers(3)
1*1 conv

2*2 average pool, stride 2

Dense Block(4) 






*16

Transition Layers(4)
1*1 conv

2*2 average pool, stride 2

Classification Layers
7*7 global average pool

1000D fully-connected,
softmax

Fig. 2. The process of proposed algorithm.
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deepens.

3. EXPERIMENTS AND DATA PROCESSING

3.1 Experimental Conditions and Data Processing

Data features included varying light intensities,

occlusions, complex backgrounds, and multiple

targets to ensure that the detection model covered

common real-life shellfish. In addition, 50% of the

dataset was mirrored and the other 50% was pan-

ning extended to label the detected shellfish using

LabelImg software. After extension, this data in-

cludes 8463 images, of which 90% is the training

set and 10% are the detection set.

3.2 Comparative Analysis of Experimental Results

The algorithms were measured using the origi-

nal algorithm and the optimised algorithm for con-

volution, relying on the shellfish dataset. The re-

sults of the various algorithms for shellfish detec-

tion are presented in Table 2, and the results of

the shellfish diversity tests are shown in Table 3.

Based on the detection results, the Faster R-

CNN using ResNet had a mAP value of over 77%

in various shellfish detection. Fig. 4 shows some

of the detection results. In Fig. 4(a), we note the

obvious shellfish features and sufficient illumina-

tion, so the model can achieve significant detection

performance. The scallop in Fig. 4(b) is partially

obscured and contains a variety of shellfish with

better detection results. The rainbow in Fig. 4(c)

is missed. It is clear that ResNet is less adaptive

in complex scenarios.

4. CONCLUSION

A deep learning algorithm for shellfish recog-

nition is proposed in order to solve the problems

of traditional shellfish recognition algorithms under

different lighting, different backgrounds and dif-

ferent overlapping conditions. The algorithm is

based on an improved Faster R-CNN, by optimis-

ing the algorithm and network architecture in order

Fig. 3. Feature Maps of the convolution layer.

Table 2. Test results of different network models.

Network Conch Scallop Clam Mussel

ResNet 71.8 76.2 81.6 79.8

DenseNet 75.1 80.3 86.2 82.9

DenseNet+SoftNMS 75.1 80.3 88.3 84.6

Table 3. Test results of difficult sample.

Network Multi-object
Complex
Backgrounds

Illumination Effect Occlusion Effect

Original Algorithm 76.5 74.9 65.8 64.6

Improved Algorithm 78.9 76.8 72.2 73.4
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to improve the accuracy of shellfish detection. At

the same time, the merging strategy is optimised

with Soft-NMS instead of the original algorithm,

thus improving the accuracy of detection. In addi-

tion, a dataset of four common shellfish species

was created in conjunction with production real-

ities. The detection algorithm studied is able to ful-

fil the needs of seafood processing enterprises for

shellfish classification and identification, and has

a better detection performance by nearly 4% im-

provement in detection accuracy than the tradi-

tional model under complex conditions such as in-

sufficient light and overlap. In the next research,

we will continue to optimise the algorithm and ap-

ply deep learning to the classification and quality

detection of other seafood products.
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