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Abstract

In this paper, we find a suitable methodology for Korean Sentiment Analysi s through a compar ative experiment
in which methods of embedding and natural network models are learned at the highest accuracy and fastest
speed. The embedding method compares word embeddeding and Word2Vec. The model compares and
experiments representative neural network models CNN, RNN, LSTM, GRU, Bi-LSTM and Bi-GRU with IKEA
review data. Experiments show that Word2Vec and BiGRU had the highest accuracy and second fastest speed
with 94.23% accuracy and 42.30 seconds speed. Word2Vec and GRU were found to have the third highest
accuracy and fastest speed with 92.53% accuracy and 26.75 seconds speed.
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1. Introduction

Deep learning, which has recently gained much ttterin the field of artificial intelligence, referto
learning techniques for artificial neural netwonkith deep structures. Deep learning has overcorae th
Vanishing Gradient, Slow Learning, and Overfittimgpblems that arise when artificial neural netwdrkse
deep structures. By patrtially eliminating theses®g constraints, it has achieved outstandingltesuareas
such as image, voice, natural language procesgirig[this paper, we study Sentiment Analysis ohée
fields of natural language processing. Sentimerdlysis is a field of document classification thkssifies
subjective impressions, sensibilities, attitudetegfual documents, individual opinions, on a topidike text
mining, which extracts information from text[2]. &l$entiment Analysis methodology using a naturaloek
can be divided into a process of obtaining a doeumector through embedding after tokenizing a doent
and a process of classifying a vectorized docurgnthe core technology of natural networks is tickly
build a model with maximum accuracy from givennrag data. Thus, in this paper, we analyze usitigrah
network techniques to find the best performanc&fean language Sentiment Analysis and conduetreh
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by comparing predictive accuracy and speed amordgso

2. Related research
2.1CNN

CNN is an artificial natural network structure mginsed for computer vision problems. CNN is on¢hef
most commonly used machine learning for visual ienagalysis, and is also applied to natural language
processing. Because CNN uses a small sized coiwolmask, it has far fewer parameters than MLP (Mul
Layer Perceptron), which is a fully connected dtieee In addition, it uses a weight sharing techaiop which
all nodes share the same mask.
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Figure 1. CNN structure

2.2RNN

RNN's learning uses stochastic instructor desaeniptiate weights with Real-Time Recurrent Learning
(RTRL) or BackPropagation Through Time (BPIT)[5NR can store information about the previous state i
memory form. Thus, it is a natural network optindize handle time series data whose information is
associated with the next obtained data.
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Figure 2. RNN structure
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23LSTM

RNN is unable to learn properly due to the Vanigh8radient problem as the number of steps going bac
increases. Due to this, RNNs do not have long-teremory, and LSTM improves this problem[6]. A
characteristic of LSTM is that it has two vectosbdrt-term state / long-term state) and three gat®sM
solved the problem of RNN by containing long-termmory in long-term states.
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Figure 3. LSTM structure
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24 GRU

GRU is a simplified version of LSTM, reducing thrie8TM gates to two[7]. It cannot be concluded that
either GRU or LSTM is better in terms of the penfance of the model. However, GRUs with fewer
parameters perform better when the amount of dagmall.
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Figure 4. GRU structure

25BILSTM

BIiLSTM is a model that uses LSTM, a model that cveares the limitations of RNN through gate technique
together with the consequences of reverse as wdlbravard. It is widely used in various NLP probkem
considering speed because it is advantageous fitexdebased association analysis.



176 International Journal of I nternet, Broadcasting and Communication Vol.13 No.2 173-178 (2021)

Figure 5. BiLSTM structure

2.6 BiIGRU

BiGRU is a model that uses both forward and revegsalts together. The characteristic of BIGRUhistt
end-to-end learning is possible in which all partarseare simultaneously learned in the processmfimzing
the loss to the output value. Improving performamg@éternalizing the similarity between words aidases
in the input vector. Also, even if the data lenigttong, the performance does not deteriorate.

Figure 6. BiGRU structure

3. Experiment

After collecting IKEA review data, separate thertnag data from the test data at a 3:1 ratio. Thiemdata
is purified using the data regular expression toaee all but Korean. We perform tokenization tas&mg
Mecab, one of the morpheme analysers. In this pgystop words are specified to remove unnecegsays.

Examples includeXx’, ‘", * 2F, * 2|'. Now perform integer encoding on training datal aest data so that

the machine can process text numerically. Afterwaitte padding work is carried out to match thgtles of
samples of different lengths equally. Finally, thega Sentiment Analysis with natural network modweid
then performance comparisons are made.
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As shown in Figure 1, the analysis was conductetienorder of Data Collection — Refine — Tokenizat-

Figure 1. Sentiment analysis process

Integer encoding — Padding— Sentiment Analysis.

4. Experiment result

The performance comparison of natural network mgdéVided by Embedding Layer and Word2Vec, is

shown in Tablel. and Table2.

Table1. Performance Comparison of Neural Network Models Using Embedding Layers

Natural Network ik e Training
Accuracy (%) loss Accuracy (%) loss Time ()
Embedding Layer + CNN 87.03 0.1373 87.27 0.1323 173.89
Embedding Layer + RNN 87.25 0.3462 87.62 0.3398 94.33
Embedding Layer + LSTM 89.17 0.2788 89.53 0.2849 198.45
Embedding Layer + GRU 90.97 0.2287 91.10 0.2153 29.19
Embedding Layer + BiLSTM 91.14 0.1986 91.43 0.1955 5142
Embedding Layer + BiGRU 92.89 0.1589 93.02 0.1639 49.15
Table2. Performance Comparison of Neural Network Models Using Word2Vec
Natural Network ik e Training
Accuracy (%) loss Accuracy (%) loss Time ()
Word2Vec + CNN 89.71 0.1183 89.85 0.1184 108.89
Word2Vec + RNN 88.08 0.3064 88.05 0.3010 76.91
Word2Vec + LSTM 90.07 0.2895 90.14 0.2849 212.79
Word2Vec + GRU 92.39 0.2016 92.53 0.2033 26.75
Word2Vec + BiLSTM 92.45 0.1871 92.79 0.1868 51.52
Word2Vec + BiGRU 94.02 0.1535 94.23 0.1531 4230
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4. Conclusion

In this paper, in order to find a model that perferbest in Korean sentiment analysis, we analyzad)a
neural network model and conducted a study by coimgp#he accuracy and speed between the modelse In
learning stage, CNN, RNN, LSTM, GRU, BiLSTM, and3tU were trained using a total of 6 algorithms. In
the experimental stage, the accuracy and speeathbfraodel were compared. Experiments show that imode
with Word2Vec perform better than models with Emibedi Layer. Among models using Wor2Vec, BiGRU
has the highest accuracy and second fastest spge@M23% accuracy and 42.30 seconds speed. GRid is
third highest and fastest with 92.53% accuracyztd5 seconds speed. These results show that BiGRU
Wor2Vec has the highest performance among natetalark models.

Performance improvements require greater amourmiatafto be obtained and in-depth research on machi
learning applications should be conducted. In otdéncrease the accuracy of the system, additisealice
development and research will be required. In theré, research on a new machine learning modet#ra
detect more diverse emotions with high accurateiag planned.
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