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Abstract 

 

Traditional image steganography hides secret information by embedding, which inevitably 

leaves modification traces and is easy to be detected by steganography analysis tools. Since 

coverless steganography can effectively resist steganalysis, it has become a hotspot in 

information hiding research recently. Most coverless image steganography (CIS) methods are 

based on mapping rules, which not only exposes the vulnerability to geometric attacks, but 

also are less secure due to the revelation of mapping rules. To address the above issues, we 

introduced camouflage images for steganography instead of directly sending stego-image, 

which further improves the security performance and information hiding ability of 

steganography scheme. In particular, based on the different sub-features of stego-image and 

potential camouflage images, we try to find a larger similarity between them so as to achieve 

the reversible steganography. Specifically, based on the existing CIS mapping algorithm, we 

first can establish the correlation between stego-image and secret information and then 

transmit the camouflage images, which are obtained by reversible sub-feature retrieval 

algorithm. The received camouflage image can be used to reverse retrieve the stego-image in 

a public image database. Finally, we can use the same mapping rules to restore secret 

information. Extensive experimental results demonstrate the better robustness and security of 

the proposed approach in comparison to state-of-art CIS methods, especially in the robustness 

of geometric attacks. 

 

 

Keywords: Coverless Image Steganography, Camouflage Image, Sub-Feature, Reversible 
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1. Introduction 

With the rapid development of multimedia technology and the enhancement of people's 

information interaction, information security has become the focus of people's attention. As 

an effective means of information security, information hiding mainly embeds the secret 

information into multimedia data, it is divided into watermarking and steganography according 

to different applications. Watermarking is the process of marking digital media to realize 

copyright protection [1], while steganography is mainly used for covert communication [2-6]. 

Different steganography schemes consider different types of media data as carriers, including 

text, video, audio and so on. Traditional image steganography is to make tiny changes in the 

space domain or transform domain to embed the secret information. However, these 

modification traces will cause some distortion in the cover images, which make the 

steganographic analysis [7] possible and lead to the disclosure of secret information. 

To radically resist the steganographic detection, the researchers proposed the coverless 

information hiding without any modification-“coverless image Steganography”. It is not 

necessary to designate and modify a carrier to hide the secret information. Instead, the hiding 

process is implemented by finding an image [8], text [9] or video [10] that already establish a 

relationship with the secret information. Zhou et al. [8] first proposed a CIS method based on 

robust hash algorithm, which divides the image into 9 blocks and generates an 8-bit hash 

sequence according to adjacent coefficients. Subsequently, many CIS schemes [11-17] were 

proposed to improve robustness and security. Zheng et al. proposed a robust hash algorithm 

based on SIFT Features [11] and then Yuan et al. use SIFT and bag-of-features (BOF) [12] to 

further optimize the scheme. Due to the frequency domain has good stability, Zhang et al. 

proposed a CIS technology based on DCT and LDA topic classification [13]. Inspired by the 

work of Ref. [13], Liu et al. proposed a CIS technology based on image retrieval of DenseNet 

features and DWT sequence mapping [14] to further improve robustness and security. 

Moreover, Zhou et al. used a set of appropriate similar blocks of a given secret image as 

steganographic images to transmit the hidden image and proposed a new CIS method [15]. 

Subsequently, Luo et al. introduced the deep learning and DCT to improve the robustness and 

retrieval accuracy of Ref. [16] and also proposed to use Faster RCNN to detect muti-object of 

image and establish mapping rules [17].  In the same year, Qin et al. summarized the above 

methods [18]. With the continuous iteration and optimization of the scheme, the mapping 

expression shows a bottleneck. From the perspective of robustness, although the above 

methods have achieved excellent performances in non-geometric attacks, the map-based also 

approaches expose the vulnerability to geometric attacks. Due to the existing mapping rules 

depending on the spatial position comparison of the partition coefficient, once the stego-image 

is attacked by geometrically, the spatial position will be changed and the mapping rules cannot 

adapt to geometric attack, so that the secret information fails to extract. From the perspective 

of security, although the mapping rule has certain stability, we still cannot completely exclude 

the possibility of rule leakage or cracking because the existing hash algorithm is relatively 

simple. 

Therefore, to address the above issues for CIS, one effective way involves designing a 

steganographic scheme that is able to send fake stego-image without carrying confidential 

information to the receiver. The receiver can restore the stego-image and secret information 

with this “fake”-camouflage image. To this end, by conducting extensive experiments, we find 

a phenomenon that although the two images are very similar, their corresponding hash 

sequences are different, which is shown in Fig. 1. It means that the technology of image 

retrieval can be introduced to select camouflage images. However, the reversibility of two 
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images in direct retrieval requires very high similarity between them. In fact, there are still a 

large number of irreversible images in image databases. To improve the reversibility 

performance, we can try to use the sub-features of different dimensions instead of limiting 

ourselves to use the whole dimension feature for retrieval. 
 

 
Fig. 1.  Similar images correspond to different hash sequences, which length is set as 8, and the hash 

algorithm adapted from [8]( As shown in Fig. 8). The tested images are from the Holidays 

database with a high resolution, and the image size is normalized to512 512 . 
 

Motivated by the above phenomenon and analysis, we propose a reversible sub-feature 

retrieval (RSR-CIS) scheme for steganography. Specifically, instead of directly sending stego-

image, we compute the distances of sub-features of each steganography image and its first K 

similar images and then selected reversible objects as camouflage images. By reversible 

retrieving the stego-image and camouflage image, we successfully convert the mapping 

steganography to the retrieval steganography, which makes up for the deficiency of map-based 

methods effectively. The main contributions of this paper are summarized as follows: 

1. The observation of the reversible properties of the sub-feature retrieval. As reported in 

Section 3.1, we observe that direct reversible retrieval of images is easier to find within 

K similar images and some local feature of the image is likely to make images more 

similar to each other in image retrieval. Based on the above observation, it motivates us 

to suppose the similar sub-features can be found in similar images to make their retrieval 

reversible in the irreversible case. The conjecture has been verified by extensive 

experiments. 

2. The reversible sub-feature retrieval (RSR-CIS) scheme. The proposed CIS scheme can 

stably match the camouflage image for stego-image. To further improve the retrieval 

accuracy, we introduce deep learning, use the feature of high-level semantic CNN as the 

retrieval benchmark, and effectively combine cutting-edge image retrieval technology. 

2. Related Work 

Early image retrieval methods are all based on manual features of images, where SIFT [19] is 

typical. Its local feature descriptors are not easily affected by translation, rotation, view 
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transformation and messy scenes, etc., and the extraction speed is fast, which is widely used 

in theory and practical production. However, because it cannot represent the high-level 

semantic information of the image well, it obviously cannot adapt to the task with higher 

requirements. At the same time, studies show that CNN is able to extract the deep semantics 

of images, showing remarkable performance in the field of computer vision, which are 

elaborated as follows: 

The deep learn-based approach “learns” the high-level semantic features of the image by 

iteratively running a simple extraction process, and converges to different model parameters 

for different datasets. Due to the explosive growth of data, a large number of CNNs have been 

proposed in the past decade (AlexNet [20], VGGNet [21], GoogLeNet [22], ResNet [23] and 

DenseNet [24]). CNNs have been widely applied to steganalysis [25], image classfication, 

image recognition such as CAPTCHA recognition [26, 27], food recognition [28], citrus 

diseases recognition [29] and image retrieval [30-32] et al.  

DenseNet is one of CNN's most popular networks, it makes significant innovations based 

on ResNet, such as alleviating the disappearance of gradients, enhancing the propagation of 

features, reducing the number of parameters, and promoting the development of related fields 

of deep learning. The DenseNet network structure is shown in Fig. 2. Therefore, the DenseNet 

feature is adopted as the retrieval benchmark in our work. 

 

 
Fig. 2.  The network structure of DenseNet 

3. The Proposed Reversible Sub-feature Retrieval Scheme 

In Section 3.1, we introduce the motivation of the reversible sub-feature retrieval scheme. 

Then, we verify that stego-image can always find a camouflage image among its retrieval 

similar K images by experiments. In Section 3.2, we detail the proposed reversible sub-feature 

retrieval scheme for camouflage image generation. 

3.1 Motivation 

In image retrieval, there is a research on the problem of nearest neighbor reversibility. A very 

interesting phenomenon simple diagram is shown in Fig. 3. Capital letters represent the image, 

and the radius of the circle represents the distance between the image shown at the center of 

the circle and the image in its third neighbor, it can be found in the Fig. 3 that the nearest 

neighbor of image A  contains G , but the A  is not belong to nearest neighbor retrieved by 

image G . In the case of the diagram, image A  and image G  don’t satisfy the nearest 

neighbor reversibility. 

In fact, nearest neighbor reversibility can be used to improve retrieval performance [33]. In 

general, it can improve retrieval order based on whether or not the nearest neighbor 

relationship is satisfied. However, if we want to use this property directly for our task, we need 

a huge cost of on-line computation and auxiliary information. Therefore, we decide to do it in 

javascript:;
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a more direct way. Extending to our concerns, our required immediate neighbours may be even 

stricter. Assuming that 1k  and 2k  represent the number of nearest neighbours of image A  

and image B , C , G  respectively. In our task, 1 2= =1k k is the condition for reversible 

retrieval.  In particular, the experiments and observations given below will clarify the idea of 

CIS in this paper. 
 

 
Fig. 3.  Toy example of neighbor nonreversibility in image retrieval 

 

Observation 1. For query images, most of its reversible objects can be found in the K nearest 

neighbors. 

To study the relationships between reversible objects in K nearest neighbors. We conducted 

an experiment on Holidays dataset [34] to see the correlation of the retrieved results 

respectively. In fact, the reversible phenomenon of the nearest neighbor in image retrieval is 

also common. Fig. 4 shows the actual result of image retrieval conducted in Holidays dataset. 

The image in the upper left corner is the original query image, the image in the left vertical 

column is the similar image retrieved from the original query image, in which the truly similar 

images are distributed in the first, second and first, third rows respectively, and the black outer 

box image is the reversible object. 
 

 
Fig. 4.  Partial retrieval results in the Holidays 

 

From the above observations, we not only confirm that images that satisfy reversibility seem 

to be similar in true meaning, but also observe that the reversible objects seem to be directly 

found in the nearest neighbors. 

javascript:;
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Observation 2. Some local feature of the image is likely to make images more similar to each 

other in image retrieval.   

Observation 1 inspires us to find reversible images directly from the nearest neighbors. 

However, this non-reversible condition is also common and will vary across image datasets. 

Therefore, we must ensure that all images will find their reversible objects, so we propose a 

reversible sub-feature retrieval scheme to address this problem. Similarly, Fig. 5 is built on 

the inspiration provided by observation 2. As can be seen from Fig. 5, analyzing the image 

examples from a visual perspective, we can see that the main reason for irreversibility between 

image A  and G  is that they share less similar parts (streams) than the ones of image G  and 

F  (trees). However, it also inspires us to use a local feature in the image for retrieval, so we 

intercept the sub-feature used for image retrieval in our design scheme. 

 

 
Fig. 5.  The illustration of reversible sub-feature retrieval when nonreversibility in normal image 

retrieval 

 

 
Fig. 6.  The experimental results for observing the reversible rate by sub-features retrieval 
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To verify the feasibility of the scheme, we conducted an experiment on 1024 dimensions of 

DenseNet feature extracted form Holidays dataset. The above experimental results 

demonstrate that when the nearest neighbor K and the number of sub-features D are sufficient, 

we can accurately find the reversible object of each image. 

3.2 Acquisition of Camouflage Image 

Let us consider a feature vectors denoted as X . First, we split Dn-dimensional feature X  

into D  distinct sub-feature (1 )iDF i D  , whose dimension iD
 is calculated by (1). Then, 

for each sub-feature pair iDF  and 
iDF

⌒

 , we compute the cosine distance between them, 

which are denoted as ( , )iiDFC DF
⌒

. 

 

 

*

,

( 1) ,

i

Dn
if i D

D
D

Dn
Dn i if i D

D

  
  

  
= 

  − −  =   

 

 

 

(1) 

 

Subsequently, denote a set of DenseNet feature as  1 2, , , icDF DF DF DF=   where 

icDF represent the corresponding feature of image ic and 
c

i

iD  represent the  thi  segment of 

feature of cthi  image in image database. Therefore, if any image pair (a,b) satisfy the 

relationship of retrieval reversible, which is described as follows  

 

 ( ) ( ) ( ) , min , , ,

1 ( ),1 }

a b a ic b ic

i i i i i iC DF DF C DF DF C DF DF

where ic Nums I i D



   
 

 

(2) 

   

Where ( )Nums   is an operation to obtain the numbers of image dataset I. 

As our designed reversible retrieval scheme is based on the distances of one sub-features of 

each retrieve objects, we first decompose each feature into a set of sub-features 

 1 2, , , iDF DF DF .  Then, given a query image q, its K nearest neighbor images can be 

represented as  

 
 ( ),K ic

q icNH kargmin C q DF=    

(3) 

 

For the thk  nearest neighbor image (1 )k

qNH k K   of 
K

qNH , we need to verify that there 

is a reversible object. Due to only the Top 1 retrieval result is needed to determine whether it 

is invertible. Therefore, the Top 1 image set for 
k

qNH  denote as 
'k

qNH . Finally, we use ( )R   

to verify the 
'K

qNH  whether it is satisfying the relationship of retrieval reversible. It is 
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described as follows: 
 

( )
'1,
,1

0,

k

qif q NH
R q k K

otherwise

 =
=  


  
 

(4) 

 

     Where ( )R  is the verify function, if its return value is 1, which mean is the q  has a 

versible object and 
k

qNH  is the needed camouflage image. 

4. The Coverless Image Steganography Scheme 

The flowchart of our proposed framework is illustrated in Fig. 7. It can be roughly divided 

into three modules: Construction of inverted index, secret Information hiding and extraction 

of Secret Information. For secret information S and a public image database I, our purpose is 

to obtain the camouflage image whose represented secret information is different from stego-

image and image content is similar to it. For this purpose, we first obtain the stego-image by 

hash algorithm of existing CIS schemes. Then, we propose a reversible sub-feature retrieval 

scheme to acquire the corresponding camouflage image. In receiver, we need to restore the 

stego-image by selecting effective sub-feature and secret information with the same hash 

algorithm. 

 

 
Fig. 7.  The proposed framework of coverless image steganography 

4.1 Construction of Inverted Index 

Before acquiring camouflage images by stego-image, we need to extract hash sequences from 

the image database and divide binary secret information into the same segments as the hash 

sequences. Therefore, it is necessary to establish an effective inverted index to quickly obtain 

the stego-image according to secret information.   

In our scheme, we adopt the hash algorithm proposed by Ref. [8] and the process of hash 
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is shown in Fig. 8. During the transmission of secret information, it is first divided into several 

information segments of length N. The hash sequence needs to search the image database for 

images that match the information segment, which consumes a lot of time. To improve search 

efficiency, the structure of the inverted index shown in Fig. 9 is established. 

As is shown in Fig. 9, each Hash group corresponds to four rows through IndexID. 

Considering that the order of the images received at the receiver may change, the first-row 

stores the pix of the average pixel value of the images that determines the order of the images, 

which is calculated as follows. 

 

 ( )
16

1

16

jj
Ipix b

pix
=

=


  
 

(5) 

 

( )jIpix b represents the average pixel value of the thj block of the image, whose value can be 

calculated during the extraction of the hash sequence. The second-row stores the path of the 

image which is used to index the image quickly. Each Hash sequence is mapped from secret 

information and calculated by the hash algorithm of Ref. [8]. 

 

 

 
Fig. 8.  The process of hash algorithm in [8] 

 

 

 
Fig. 9.  The illustration of the constructed inverted index structure 
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4.2 Secret Information Hiding 

Secret information hiding is a process of secret information selecting camouflage image. It 

consists of two steps: obtaining stego-image based on secret information by exciting CIS hash 

algorithm and retrieving camouflage image based on stego-image. The process is as follows. 

1. First, the secret information S of length p is divided into m segments. 
 

 
, % 0

1,

p
if p N

N
m

p
otherwise

N


=

= 
 +


 

  

 

 

(6) 

 

Where N is the length of the secret information segment. If p cannot be divisible, 0 is added 

to the last portion to obtain a sequence of length N, and the number of 0 is recorded. 

2. In the Section 4.1, we can compute the hash sequence of each image in the image 

database, and establish an inverted index to match the stego-image. For the given secret 

message segment cgms , the stego-image cgps  matched by 

 

 
1 , and 

1 ,1 ( )

cg ic ic cg ic icPS I if f ms pix pix

where cg m ic Nums I

−= = 

   
 

 

(7) 

 

Where icf  represents the hash sequence of the selected image, it is noting that the size 

of  icI  will be normalized, if size 512 512  , M=128; If size 512 512  , M=512. 

3. Repeat step 2 until the stego-images corresponding to all secret information are retrieved 

and the recorded 0 amount of data is mapped to the last image. 

4. For all stego-images PS, we need to find the corresponding camouflage images PC whose 

solutions have been described in Section 3.2. Therefore, we use ( )SR+   function to 

represent the process of forward retrieval which is described as follows 

 

 ( )( ) , ,

1

,

,1

cg cg cg

cg

PC d SR PS I D

where cg m d D

+=

   
 (8) 

 

Where cgd  represents the effective sub-feature segment corresponding to cgPC , which 

can be used for reverse retrieval, and it is necessary to record cgd  when determining the 

camouflage image. When 1cgD d= =  indicates the whole dimension of the feature to 

be used, 1cgd   indicates -cgd th  segment feature used in the retrieval task. 
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5. D  is taken as the shared key of both receivers and receivers, and cgd  is recorded as 

auxiliary information, which is encrypted with AES encryption algorithm. After that, all 

camouflage images are sent to the receiver. The pseudocode of secret information hiding 

is shown in algorithm 1. Finally, it is worth noting that the number of images in image 

database should not be too small, otherwise the secret information cannot be fully 

expressed. In addition, we don't select databases with small associations of image content, 

otherwise the algorithm will not match enough camouflage images.  

 

6.  

Algorithm 1：Secret information hiding 

Input：Image database：  1 2, , , icI I I I=  ; Secret information: S 

Output：Camouflage Images：  1 2, , , cgPC PC PC PC=  ; the segment number of sub-

feature  1 2, , , cgd d d d=   

1: Link MySql Database 

2: for ic = 1: Nums(I)  

3:     Resize icI  

4:     (a) Get the hash sequences icf  by hash algorithm of Ref. [8] 

5:     (b) Use the (5) computer average pixel value : pix =Mean( icI ) 

6:     Update index database: Index item-> ( icf ,  pix, icI ) 

7: end 

8: Cut secret information S: ms = Cut(S) 

9: for cg = 1:m  

10:     Selecting stego-image for ms: 
1, and cg ic ic cg ic icPS I if f ms pix pix −= =   

11:    Retrieving camouflage image for stego-image: ( ) ( ), , ,cg cg cgPC d SR PS I D+=  

12: end 

13: Return the selected camouflage image:PC and the segment number of sub-feature: d 

4.3 Extraction of Secret Information 

The extraction of secret information refers to the process in which the receiver restores secret 

information to the received image. It consists of two steps: recovering stego-image based on 

camouflage image and recovering secret information based on hash algorithm. The process is 

as follows. 

1. At the receiver, we can know the length of feature segmentation by sharing the key D. 

Then, we extract the effective sub-feature segment cgd  corresponding to the camouflage 

image PC from the auxiliary information. For the given camouflage image cgPC and 

public database I , the stego-image cgPS  is calculated as follows. 

 
 ( ), ,cg cg cgPS SR PC I d−=   (9) 
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Where ( )SR−   represent the process of forward retrieval. 

2. Then, the average pixel value pix of stego-image are calculated to restore the order of 

images, and the corresponding hash sequence f is calculated by hash algorithm of Ref. [8]. 

3. Repeat the above steps to calculate the sequence of features corresponding to each stego-

image. Based on the number of 0 recorded in the last image, subtract the corresponding 0 

from the information in the last paragraph to get the secret information. The pseudocode 

of the secret information extraction algorithm is shown in Algorithm 2. 

Algorithm 2： Extraction of secret information  

Input：Image database：  1 2, , , icI I I I=  ; Camouflage Images：

 1 2, , , cgPC PC PC PC=  ; Secret key: the segment number of sub-feature d 

Output：Secret information: 'S  

1: for cg = 1: Nums(PC) 

2:     ( ), ,cg cg cgPC SR PS I d−=  

3: end 

4: Get the images by the pix: PS = Sort(PS) 

5: for cg = 1: Nums(PC) 

6:     Resize 
cgPS  

7:     Get the hash sequences cgms  by hash algorithm of Ref. [8] 

8:     Connect the ms: 'S += cgms  

9: end 

10: Return 'S  

5. Experimental Classification Results and Analysis 

In this section, we test and report the evaluation results of our approach and compare it with 

some of the state-of-the-art methods in four benchmark datasets. Then, the impacts of the 

parameters in our approach are studied to explore the influence of parameters in the scheme. 

Finally, the security of our CIS approach is analyzed in the aspects of carrier transmission and 

steganography. 

5.1 Datasets 

In our experiment, the performances of our CIS approach are evaluated on four widely used 

benchmark datasets, i.e., INRIA Holidays [34], Flickr, Caltech-101 [35], and Caltech-256 [36], 

which are described as follows: 

The Holidays dataset created by Herve Jegou et al contains 1,491 images. This dataset has 

no fixed category and high image resolution. In this paper, 500 images are randomly choosing 

for comparative experiments. 

The Flickr dataset is a large image dataset consisting of 1024 high-quality image pairs 

covering a wide variety of scenes, 500 images are randomly chosen for comparative 

experiments. 

The Caltech-101 dataset, created by Caltech, contains 9145 images of 102 object categories. 

Similar to the ImageNet dataset, its images have a low resolution. In this paper, 500 images 

are randomly choosing for comparative experiments. 
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The Caltech-256 dataset contains 29780 images from 257 object categories and each 

containing more than 80 images. It can be regarded as an extension of the Caltech-101 dataset. 

500 images are randomly chosen for comparative experiments. 

5.2 Experimental Setting 

In this experiment, Intel (R) Core (TM) i7-7800xcpu @ 3.50ghz, 64.00gb ram and two 

NVIDIA GeForce GTX 1080 Ti GPUs are used. Deep learning adopts the Keras framework. 

Keras is a high-level neural network API, and we can use TensorFlow more conveniently with 

Keras. All experiments are completed in MATLAB 2016a and Pycharm. 

To verify the effectiveness of the proposed method, we compared it with the state-of-the-

art methods, which are respectively denoted as PIX-CIS [8], HASH-CIS [11], BOF-CIS [12], 

DCT-CIS [13] and DWT-CIS [14]. Due to the difference in experimental steganographic 

image selection, we reproduced their experiments without using their original data. It is worth 

noting that, since BOF-CIS does not specify the specific hash function, it doesn’t compare 

with it in the robustness experiment. 

In the comparison experiment, there are a number of important parameters: the length of 

Hash sequence N is 8. In our work, K=1 and D=1 is set in robustness comparison experiment. 

In our experiment, the pre-training model uses ImageNet database for training and the selected 

model is DenseNet121. For traditional CIS methods, the image size M is set to 512 in the 

Holidays and Flickr dataset and M is set to 128 in the Caltech-101 and Caltech-256 datasets. 

The robustness is adopted for evaluating the performance of resistance to attack. In the 

experiment, we randomly selected 100 sequences and calculated the recovery rate of the secret 

information, namely the robustness, without considering the order. Extraction accuracy is 

defined as 
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Where m is the number of information segments, cgms  is the thcg  hidden secret 

information of stego-images, 
'

cgms  is the thcg  secret information of stego-images extracted 

from the receiver. 

5.3 Analysis of Capacity 

In this Section. Five CIS methods [8, 11-14] are chosen to compared the embedding capacity 

with RSR-CIS. The capacity of existing CIS based on mapping rules is determined by the 

length N of the hash sequence. The larger the N, the larger the capacity. Like DCT-CIS, our 

method takes the variable sequence length, and the definition of hN  is: 

 

  
h

p
N

N
=  

 

(11) 

 

Where p is the length of the secret information. 

 
Table 1. Steganographic capacity 
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Algorithm 
hN  

N 
1B 10B 100B 1kB 

PIX-CIS  1 10 100 1024 8 

HASH-CIS  2 6 46 457 18 

BOF-CIS  1 10 100 1024 8 

DCT-CIS  2 9  7              

DWT-CIS  2 9  7              

RSR-CIS 2 9  7              

 

Since RSR-CIS is different from the traditional CIS method, theoretically, we can take any 

mapping rules similar to [13-16] to generate hash sequences, so as to control steganographic 

capacity effectively. An increase in capacity is usually accompanied by an increase in the 

number of images. For a hash sequence of length N, we need at least 2N images to express the 

complete secret information. In fact, when we don’t have enough images to express a certain 

sequence, we can only use the repeated carrier, which may cause the attacker's suspicion and 

further destroy the private information. Therefore, we usually increase the scope of the image 

database or change the length of the secret message expression. However, the advantage of 

RSR-CIS is that the mapping rules do not need to consider robustness so that it can take the 

simple mapping rules with low calculation cost. In this paper, we use a pixel-based mapping 

approach similar to PIX-CIS. 

5.4 Analysis of Robustness 

5.4.1 Comparison of Different Approaches on Robustness 

To evaluate the robustness of the proposed approach for CIS steganography and make a fair 

comparison with Four CIS methods [8, 11, 13, 14], we selected the widely image attacks in 

four public datasets. The specific parameters are shown in Table 2. 

 
Table 2. Kind of image attacks 

Attack The specific parameters 

JPEG compression The quality factors Q: 10%. 

Salt and speckle noise The mean μ: 0, the variances σ:0.001. 

Gauss low-pass filtering The window sizes: 3×3. 

Centered cropping Ratios: 20%. 

Edge cropping Ratios: 20%. 

Rotation Rotation angles: 10°. 

Translation the translation distances: (80、50). 

Scaling The scaling ratios : 3. 

Gamma correction Factor: 0.8. 

 

Fig. 10 shows the 9 kinds of attacked images and the original images coming from the 

Caltech-101 dataset. The comparison results with the four CIS methods are shown in Table 3, 

4, 5 and 6. It shows that RSR-CIS generally outperform other methods in geometric attacks. 

In Holidays and Flickr dataset, RSR-CIS achieved excellent performance in some non-

geometric attacks while it maintains well robustness in geometric attacks. However, in 

Caltech-101 and Caltech-256 dataset, the results show that its robustness is worse than the 

former while also outperform other methods in geometric attacks. Due to Holidays and Flickr 

are high image resolution datasets and Caltech-101 and Caltech-256 are low image resolution 
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datasets. Therefore, we learn that robustness performance of RSR-CIS has great potential by 

using high resolution camouflage image as transmission carrier. In addition, from the 

perspective of CNN feature extraction, this is attributed to the fact that the higher the image 

quality, the richer the semantic information represented by CNN, and thus the stronger its 

resistance to aggression. 
 

 
Fig. 10.  The sample display of 9 widely attacked images 

 

Table 3. Robustness (%) comparison with four CIS methods in Holidays 
Attack Parameter HASH-CIS PIX-CIS DCT-CIS DWT-CIS RSR-CIS 

Compression Q(10) 74.64 97.69 94.81 97.41 89.91 

Salt and Speckle Noise σ(0.001) 

 

σ(0.001) 

96.93 99.42 100 99.71 94.81 

Gauss Filtering 3×3 95.97 100 100 100 96.83 

Centered Cropping 20% 6.63 14.96 14.98 12.39 50.14 

Edge Cropping 20% 4.32 20.46 18.73 19.60 86.46 

Rotation 10° 2.60 4.61 4.61 6.63 59.37 

Translation (80,50) 5.19 33.14 33.43 30.55 87.03 

Scaling 3 96.93 100 100 100 96.83 

Gramma  0.8 65.42 92.51 93.66 93.37 96.54 
 

Table 4. Robustness (%) comparison with four CIS methods in Flickr 

Attack Parameter HASH-CIS PIX-CIS DCT-CIS DWT-CIS RSR-CIS 

Compression Q(10) 65.80 95.00 94.40 93.80 96.00 

Salt and Speckle Noise σ(0.001) 

 

σ(0.001) 

93.20 100 99.80 99.60 99.80 

Gauss Filtering 3×3 97.80 100 100 100 99.80 

Centered Cropping 20% 9.20 28.20 28.60 19.60 82.80 

Edge Cropping 20% 5.60 21.20 19.80 20.80 96.80 

Rotation 10° 1.80 5.60 5.60 3.60 55.80 

Translation (80,50) 2.40 12.60 12.60 13.20 83.40 

Scaling 3 97.80 100 100 100 99.80 

Gramma  0.8 54.40 90.40 90.00 89.40 99.80 

 

Table 5. Robustness (%) comparison with four CIS methods in Caltech-101 
Attack Parameter HASH-CIS PIX-CIS DCT-CIS DWT-CIS RSR-CIS 

Compression Q(10) 52.99 94.02 93.16 92.74 69.66 

Salt and Speckle Noise σ(0.001) 

 

σ(0.001) 

90.60 94.01 96.15 95.73 78.63 

Gauss Filtering 3×3 89.31 100 99.57 100 80.34 
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Centered Cropping 20% 9.40 35.47 36.32 23.93 41.88 

Edge Cropping 20% 8.54 23.93 23.08 26.07 73.93 

Rotation 10° 4.70 7.69 7.69 09.40 63.25 

Translation (80,50) 0.42 0 0 1.28 55.98 

Scaling 3 91.45 100 100 100 82.05 

Gramma  0.8 60.68 90.17 90.59 87.18 82.05 

Table 6. Robustness (%) comparison with four CIS methods in Caltech-256 
Attack Parameter HASH-CIS PIX-CIS DCT-CIS DWT-CIS RSR-CIS 

Compression Q(10) 55.00 93.75 94.58 95.83 78.33 

Salt and Speckle Noise σ(0.001) 

 

σ(0.001) 

87.50 95.00 94.58 96.67 79.59 

Gauss Filtering 3×3 92.92 100 100 100 84.58 

Centered Cropping 20% 13.75 43.33 42.08 29.58 40.83 

Edge Cropping 20% 8.33 20.00 21.25 19.58 78.33 

Rotation 10° 4.17 6.25 7.50 8.75 65.83 

Translation (80,50) 3.33 2.08 1.67 2.08 64.17 

Scaling 3 96.25 99.58 99.58 99.58 85.42 

Gramma  0.8 66.25 92.50 90.83 90.83 85.83 

5.4.2 Analysis of Different Factors on Robustness 

Parameter Analysis. In this subsection, we empirically analyze the sensitivity of D on 

robustness. In the experiment, we set K=5 and D is varied from the range of {1,2,3,4,5}. To 

objectively analyze the influence of parameters on the experimental results, subsequent 

experiments are based on the same dataset Holidays.  

 
Table 7. Robustness(%) with respect to the different segment number of sub-feature in Holidays 

Attack Parameter D=1 D=2 D=3 D=4 D=5 

Compression Q(10) 
87.67 65.59 71.67 73.80 63.82 

Salt and Speckle Noise σ(0.001) 

 

σ(0.001) 

92.76 90.20 86.67 78.70 83.15 

Gauss Filtering 3×3 
94.64 96.08 95.00 94.31 94.83 

Centered Cropping 20% 48.53 38.73 39.05 29.84 28.76 

Edge Cropping 20% 
83.91 22.79 25.71 19.36 18.20 

Rotation 10° 57.37 15.93 19.52 14.81 12.36 

Translation (80,50) 84.99 54.41 54.52 39.18 38.65 

Scaling 3 94.64 96.32 95.00 95.22 94.61 

Gramma  0.8 93.83 91.67 90.90 90.43 88.54 

 

The specific parameters and experiment results are shown in Table 7. From Table 7, we 

see that with the increase of D, robustness has an obvious downward trend especially in some 

geometric attacks and some non-geometric attacks such as compression, salt and speckle noise 

and so on. Theoretically, the larger D is, the lower the dimension of sub-feature and the 

corresponding robustness will be worse. However, we learn that robustness was not 

significantly affected in some less aggressive noise such Gauss filtering. Even robustness is 

still improved when D is set to 2. In sum, the experiment shows that the robustness of RSR-
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CIS also be remained stable when images face lighter image attacks.  
 

 

 

 

Table 8. Robustness(%) with respect to the different CNN model in Holidays 

Attack Parameter InceptionResNetV2 ResNet50 InceptionV3  DenseNet121 

Compression Q(10) 81.35 91.22 82.33 89.91 

Salt and Speckle Noise σ(0.001) 

 

σ(0.001) 

90.35 94.90 91.48 94.81 

Gauss Filtering 3×3 90.68 96.03 92.11 96.83 

Centered Cropping 20% 29.26 52.12 19.56 50.14 

Edge Cropping 20% 72.99 74.79 77.92 86.46 

Rotation 10° 39.58 47.31 44.79 59.37 

Translation (80,50) 76.21 83.57 78.86 87.03 

Scaling 3 91.00 96.03 92.43 96.83 

Gramma  0.8 91.32 92.92 91.48 96.54 

 

CNN model analysis. To explore the influence of different CNN models on robustness, four 

CNN models, i.e., InceptionResNetV2, ResNet50, InceptionV3, and DenseNet121 are adopted 

for evaluation, D=1 and Holidays selected for this experiment and reporting the performance 

results with varying CNN models, which all used ImageNet for pre-training. From Table 8, 

we can see that DenseNet121 obtains the optimal robustness performance, and ResNet50 

obtains the suboptimal result. InceptionResNetV2 and InceptionV3 showed comparable 

performance, but slightly worse performance than the former. Therefore, we finally chose 

DenseNet121 as our benchmark model. At the same time, experimental results demonstrate 

that a good classified CNN model can improve the CIS’s robustness. 

5.5 Analysis of Time Consumption 

Steganographic time will affect the security of the secret information under the transmission 

process of carrier, so it is also an important indicator in CIS. In this section, we compared 

steganographic time of RSR-CIS with other schemes and explored the impact of the number 

of nearest neighbor K which varied from the range of {1,2,3,4,5} and the number of sub-

features D which varied from the range of {5,10,15,20,25,30,35,40} on time consumption. In 

the traditional CIS scheme, we calculate the time of the sequence mapping. And in our RSR-

CIS, the steganographic time composed of the time of matching and feature extraction stego-

image and the time of retrieving camouflage image, it is noting that the experiment parameter 

is consistent with the experimental setting. 

Table 9 gives the average steganographic time of different approaches. From this table, we 

can observe that PIX-CIS requires the lowest average steganographic time due to the low 

computational complexity of hashing based on pixel; Because RSR-CIS adopt the hash 

algorithm proposed by PIX-CIS and use high performance GPU to extract features for retrieval, 

its steganographic time second to PIX-CIS; The time consumption of DWT-CIS is comparable 

to that of DCT-CIS; HASH-CIS needs much more steganographic time than the other 

approaches as it extracts SIFT feature points to generate feature vectors. 
 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 15, NO. 3, March 2021                           1095 

Table 9. The average steganographic time (second) of different approaches 

 HASH-CIS PIX-CIS DCT-CIS DWT-CIS RSR-CIS 

Average steganographic time  1.04 0.14 0.64 0.51 0.18 

 

Fig. 11 show the average steganographic time (second) of different K and D in RSR-CIS. 

It is clear that the proposed RSR-CIS method still has a lower time consumption. With the 

increase of K, we have more nearest neighbor images to sift through, and obviously, our 

steganographic time goes up linearly. And with the increase of D, we can learn from Fig. 11 

is that the overall time consumption is going up. However, it is finding that the curve with 

respect to D has two inflection points which shows a reduction in length of sub-feature does 

not necessarily mean a decrease in retrieving speed, this conclusion also can be obtained by 

results of Table 7. In summary, compared with the traditional CIS schemes, RSR-CIS still 

needn’t too much steganography time. 

 

 
Fig. 11.  The average steganographic time (second) of different K and D in Holidays 

5.6 Analysis of Safety 

In the field of CIS, capacity, robustness and security are usually restricted to each other. In 

this paper, the CR-CIS is mainly aimed at the last two points. In RSR-CIS, we introduce AES 

encryption algorithm to ensure the security of the scheme to prevent the leakage of auxiliary 

information. Overall, we provide security protection in the following aspects. 

1. The advantage of CIS is that it does not modify the image at all, but instead transmits a 

natural set of unmodified images. Therefore, our method can resist the detection of existing 

steganographic analysis tools effectively. 

2. Instead of sending stego-image that has a direct mapping relationship with secret 

information, we send a camouflage image that looks like stego-image to receiver, which is 

the biggest difference between RSR-CIS and the traditional CIS methods. Therefore, our 

method still guarantees the security of the secret information effectively even if the attacker 

has captured the stego-image and mastered the mapping rules. 

6. Conclusion 

In this paper, we have proposed a reversible sub-feature retrieval scheme for coverless image 
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steganography. Instead of directly sending stego-image, we transmit the camouflage image 

which is obtained based on the phenomenon that the contents of the images are similar but the 

mapping sequence is inconsistent. In this scheme, we first obtain the all hash sequences by 

using any of the existing CIS schemes. According to the inverted index structure created by 

hash sequences, all stego-images can be obtained by secret information. Finally, we can use 

the stego-image as a query to retrieve the camouflage image by proposed scheme. The 

proposed model transforms the dependency based on mapping rules into a reversible retrieval 

between camouflage images and stego-images, which effectively solves the deficiency of 

existing CIS schemes against geometric attack resistance. Also, owing to the efficient 

performance of CNN features on image retrieval, our approach has great potential in terms of 

robustness in geometric attacks. 

In the future, we will focus on designing a better sub-feature retrieval scheme such as 

optimizing feature segmentation or using local features to further reduce the time cost while 

maintaining high robustness which is not limited to geometric attacks. 
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