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Abstract 

In a personalized product recommendation system, when the amount of log data is large or sparse, the accuracy 

of model recommendation will be greatly affected. To solve this problem, a personalized product 

recommendation method using deep factorization machine (DeepFM) to analyze user behavior is proposed. 

Firstly, the K-means clustering algorithm is used to cluster the original log data from the perspective of 

similarity to reduce the data dimension. Then, through the DeepFM parameter sharing strategy, the relationship 

between low- and high-order feature combinations is learned from log data, and the click rate prediction model 

is constructed. Finally, based on the predicted click-through rate, products are recommended to users in 

sequence and fed back. The area under the curve (AUC) and Logloss of the proposed method are 0.8834 and 

0.0253, respectively, on the Criteo dataset, and 0.7836 and 0.0348 on the KDD2012 Cup dataset, respectively. 

Compared with other newer recommendation methods, the proposed method can achieve better 

recommendation effect. 
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1. Introduction 

E-commerce is a major product of the popularisation and maturity of the Internet. A personalized 

product recommendation system is of great significance to e-commerce and online shopping [1-4]. The 

so-called personalized product recommendation system identifies the product set of interest to specific 

users, thus mining the potential needs of users and helping users to make decisions [5,6]. The performance 

of a personalized product recommendation system depends on the mining of user behavior relationships. 

Behavior relationships with personalized information can better reveal useful information hidden in the 

user’s historical behavior [7,8], thus significantly improving the performance of the system [9,10]. 

Therefore, an excellent recommendation system can help users quickly and accurately find the goods 

they are interested in and improve the service efficiency of the e-commerce platform, which is of great 

significance to promote the development of e-commerce. 

This study mainly aims at the personalized product recommendation field of electronic commerce and 
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proposes a personalized product recommendation method using a deep factorization machine (DeepFM) 

to analyze user behavior. The reliability of the method is verified by experiments. It is worth noting that 

the recommendation system algorithm described herein is general and can also be applied to other 

recommendations. 

 

 

2. Related Works 

How to mine effective behavior relationships from large-scale high-dimensional sparse user behavior 

data and quickly generate accurate personalized recommendations for users has become an urgent 

problem to be solved in the personalized product recommendation field. In response to these problems, 

scholars have proposed many methods [11–25]. For example, [11] proposes a personalized product 

recommendation method based on deep learning and multi-view information fusion, which maps multi-

view information into a unified potential space through an automatic encoder, adds a cognitive layer to 

depict different cognitive styles of consumers, and introduces an integrated module to reflect the 

interaction of multi-view potential representations, thus improving the accuracy of personalized product 

recommendation of the model. [12] proposes a personalized product recommendation method on 

improved fuzzy C-means (FCM). The traditional FCM clustering algorithm is improved through 

membership adjustment and density function. Individual preferences are divided into different groups 

and a personalized knowledge base is established according to association rules. [13] proposes a 

personalized product recommendation method based on the user model and the user-item matrix. By 

combining the aforementioned, the user attribute data, and the value of user score changing with time are 

introduced into the traditional recommendation method. The interactive personalized product 

recommendation method based on hybrid algorithm model proposed in [14] obtains a list of original 

recommendation results through various recommendation algorithms, determines the weight of the 

recommendation algorithm by combining interactive mode with customer feedback, and fuses the 

original results with the comprehensive formula of evidence theory. [15] proposes a hybrid method of 

personalized product recommendation. By using implicit details and mining click flow paths of users 

with the same interests, users’ preference level is predicted, and the similarity between products is then 

extracted using a sequence model. [16] proposes a collaborative filtering personalized product 

recommendation method based on user portraits. By establishing a mathematical model, the discrete 

volume correlation theory is used to improve the similarity of commodities, and the weighted 

approximation of user preferences is used to recommend commodities to customers according to the 

nearest neighbour similarity. However, these methods all have the problem of sparse data [17–21], that 

is, when the data are sparse, the calculated similarity is not sufficiently accurate. 

To solve the problem of data sparseness, scholars have also proposed a variety of methods. For 

example, [17] proposed a method of personalized recommendation through matrix co-decomposition and 

tag and time information. According to the assumption that user preferences will change with time, 

preference and correlation are optimised by adding time influence, thus alleviating the problem of data 

sparseness. [18] proposes a personalized product recommendation method based on conditional 

variational automatic encoders (CVAE). It uses the fact that similar users tend to be interrelated in 

purchasing preferences, learns through tag verification signals, learns tags of different conditional 

attributes respectively, and then merges results from multiple prediction pools. [22] proposes a 
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personalized product recommendation method based on a product evaluation concept tree and system 

filtering. The similarity is optimised through the product evaluation concept tree, and concept similarity 

is used to replace item similarity, thus improving the sparsity of data. [23] proposes a cross-domain multi-

dimension tenant factorization (CD-MDTF) method using multi-dimensional tensor decomposition, 

which can best balance the influence between domains through cross-domain collaborative filtering and 

alleviate the problems of data sparsity and cold start. [24] proposes a personalized recommendation 

method of multi-interest and multi-content hybrid collaborative filtering. By combining commodity- and 

user-based collaborative filtering, the similarity between target and other commodities is identified, and 

commodities are recommended according to the similarity between target users and active users. [25] 

proposes a personalized product recommendation method based on association sets. The implementation 

and requirements of the system are mapped through the policy module, and the whole system is designed 

as a standard component, thus adapting to the changes in recommendation policies. Although these 

methods alleviate the sparseness of data to some extent, they often only consider one factor and ignore 

other characteristics. 

Based on the above analysis, it can be seen that although depth-based learning methods have strong 

learning ability and show certain effectiveness in recommendation effect, such methods rely on the 

quality of datasets to a large extent and ignore some features. Compared with other neural networks, 

DeepFM can learn low- and high-order features at the same time and can solve the problem of feature 

combination in large-scale sparse data. To solve the problems of large feature quantity, sparseness, and 

abnormal data in personalized recommendation methods based on log data, this study proposes a new 

method, which introduces an embedding layer into the neural network through DeepFM, compresses 

input vectors into dense vectors with low dimensions, and mines the hidden feature combination 

relationships in high-dimensional sparse datasets. In addition, so as to improve the recommendation 

accuracy of the model, the same objects are clustered to obtain a low-dimensional representation for high-

dimensional data that can reflect the intrinsic structural characteristics of the original data. The main 

innovations of the proposed method are summarised as follows: 

(1) Aiming at the problem of similarity in log datasets, a data dimensionality reduction method based 

on K-means object clustering is adopted. Using the number of advertisements shown as the weight 

of advertisement and query, the advertisement-query matrix is established and clustered to obtain 

a low-dimensional representation that can reflect the intrinsic structural characteristics of the 

original data. 

(2) To solve the problem of sparse original datasets, the DeepFM depth learning method with 

parameter sharing structure is adopted. By sharing the vectors that decompose the second-order 

feature relation matrix with the embedded layer vectors of the neural network, it is easier for the 

neural network to learn the higher-order feature combination relation through multilayer 

connection and nonlinear transformation. 

 

 

3. Problem Description and Algorithm Framework 

3.1 Problem Description 

A personalized recommendation can be regarded as a click-through rate prediction problem, in which 
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the relationship between features and feature combinations plays an important role in rate prediction. 

Among the existing click-through rate models, some only capture low-order feature combination 

relationships, some only capture high-order feature combination relationships, and some still need feature 

engineering. In view of the problems existing in these models, the key issue examined in this study is a 

deep click-through rate prediction model based on feature combination relationship mining. 

 

3.2 Algorithm Framework 

This section introduces the proposed personalized product recommendation method for analyzing user 

behavior by using DeepFM, which is mainly divided into two stages: the model training stage and the 

online prediction stage. In the model training stage, based on the historical behavior data of active users, 

by calculating the probability of a user clicking on a commodity in the context environment, since the 

input vector may contain continuous and discrete features, it is necessary to process the features of 

different domains to obtain the click rate prediction model. In the online prediction stage, after the user 

enters the recommendation system, the click rate prediction model obtained through training is used to 

predict the probability of a specific user clicking on a commodity in the context environment. Based on 

the predicted click rate, the products are recommended to the users in sequence according to the click 

rate. 

The overall framework of this method is shown in Fig. 1. Firstly, the K-means algorithm is used to 

reduce the dimension of the original data. The purpose is to obtain a low-dimensional representation from 

the high-dimensional log data, which can reflect the intrinsic structural characteristics of the original data 

while reducing noise and sparsity. DeepFM is then used to extract low- and high-order feature 

combinations from the reduced dimension log data. DeepFM compresses the input vectors into low-

dimensional dense vectors by introducing an embedding layer into the deep neural network, so as to 

further reduce noise and sparsity of the dataset. The extracted features are then trained and learned to 

form a click rate prediction model. The prediction model generates personalized merchandise 

recommendations and updates the original log dataset according to user feedback. 

 

 

Fig. 1. Overall framework of the method. 
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4. Proposed Personalized Product Recommendation Method 

4.1 Feature Dimension Reduction Based on Object Clustering 

The click log data contains many types of objects such as users, queries, advertisements, and so on. 

The relationships among these objects are very complex. There are relationships within the same object, 

such as similarity relationships within advertising objects [26]. At the same time, there are complex 

relationships among different types of objects. For example, given a specific user and the query submitted 

by the user, it is necessary to estimate whether the user will click on the advertisement and the probability 

of doing so. There are complex implicit relationships among the user, the query, and the advertisement. 

According to the characteristics of click log data, this study reduces dimensions from the two angles of 

similarity relation between the same objects and association relation between different objects. Therefore, 

this study first reduces the dimensions of users, queries, and advertisements from the perspective of 

similarity. 

The K-means clustering algorithm based on distance partition is used to cluster queries, advertisements, 

and users. The aim is to aggregate similar objects into the same cluster, and the similarity of objects in 

the same cluster is as high as possible to obtain initial aggregated data. The text similarity [27] technology 

is directly used to realise the clustering of queries and even advertisements. Although the clustering task 

can be completed, this method does not consider the correlation between advertisements and queries 

contained in actual data, and the obtained clustering results have no reference significance for click rate 

estimation. Therefore, to better mine and make use of the relationship between advertisements and 

queries, this study proposes a new method, using the number of ad impressions provided in the 

experimental data as the weight of advertisement  and query  to build an advertisement-query matrix 

, where Na represents the number of advertisements, Nq represents the number of queries, and  

represents the weight between . The K-means algorithm is used to cluster the advertising query 

matrix to obtain a relatively dense dataset. Taking advertisement clustering as an example, Fig. 2 

introduces the process of the clustering algorithm, and adopts the same processing method for query 

clustering. 

Based on the advertisement-query matrix , the clustering of advertisements/queries is completed 

through the clustering algorithm shown in Fig. 2, so that the similarity of advertisements/queries in the 

same cluster is as high as possible. The specific method in this study is to cluster advertisements and 

queries based on the same advertisement-query matrix. The two clusters are independent of each other, 

and the clustering order does not affect the subsequent calculation. For clustering of user dimensions, 

considering the similarity of users with similar query requirements, this study directly groups the users 

corresponding to queries in the same cluster into a user cluster according to the query clustering results 

obtained previously. 

The number of users, queries, and advertisements in the initial data is represented by Nu, Nq, and Na, 

respectively. After objects of the same type are internally clustered, objects belonging to the same cluster 

are represented by the same ID, and the clustered number of users, queries, and advertisements are 

represented by Ku, Kq, and Ka, respectively. In this way, the number of users, queries, and advertisements 

in the initial dataset is reduced from the original Nu, Nq, and Na, to Ku, Kq, and Ka, respectively. 

Assuming that Tq and Ta, respectively represent the number of iterations required to perform the 

clustering task by calling a clustering algorithm on the query and advertisement, and K represents the 
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Fig. 2. The process of the clustering algorithm. 

 

number of clusters, the time complexity of completing the clustering of the query is , and the 

time complexity of clustering is . Since the user’s clustering is directly obtained according 

to the clustering result of the query instead of calling the algorithm of Fig. 2, and its complexity is 

, let , , then the complexity of the clustering link is 

expressed as 

 

                                      (1) 

 

4.2 Personalized Recommendation Based on DeepFM 

DeepFM is an end-to-end learning framework, which can be used not only for click rate prediction but 

also for other machine learning tasks. It is composed of two parts, namely, the decomposer and the deep 

neural network. For a certain feature i, wi represents the weight of the i-th feature, and Vi represents the 
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k-dimensional implicit vector of the i-th feature. The Vi vector is input into the decomposition machine 

part and the deep neural network part. (1) In the decomposition machine part, Vi and other feature vectors 

interact with each other, and the inner product is used to measure the importance of the corresponding 

feature combination relationship, that is, fitting the second-order feature combination characteristic 

relationship. (2) Vector is input to the neural network, and the high-order feature combination relation is 

learned through a neural network connection and nonlinear transformation. 

Parameters of neural network  and decomposer are optimised through joint learning. 

Formally, the DeepFM framework can be expressed as: 

 

                                            (2) 

 

In the above formula,  is the click rate prediction value,  is the output of the 

decomposer part, and  is the output of the deep neural network part. 

The decomposer can be used to learn the second-order feature combination relation and the first-order 

feature weight. In the decomposer model, the second-order combined features can be easily captured by 

fitting the weights of the feature combination relations corresponding to the two features through the 

inner product of the implicit vectors corresponding to the two features. When the data are very sparse, 

the decomposer can achieve better results. 

The decomposer decomposes the matrix of the second-order feature combination relation [28] and uses 

the implicit vector Vi and Vj of the feature to calculate the inner product as the weight of the feature 

combination relation. Specifically, whenever one of the features appears, the implicit vector 

corresponding to that feature will be trained. Even if the characteristic sum appears in certain test data at 

the same time, the decomposer can obtain a reasonable prediction value. Therefore, in the case of high-

dimensional sparse data, those feature combination relationships that never or seldom appear in the 

training set can be better learned by the decomposer. The output of the decomposer is the sum of an 

additional unit and a series of multiplication units: 

 

                                           (3) 

 

Among them, for the sake of simplicity, the constant term is omitted,  (k is a hyper 

parameter, designated by the user), the addition unit reflects the weight of the first-order feature, 

and the multiplication unit represents the weight of the second-order feature. As shown in Eq. (2), the 

output of the decomposer module is part of the predicted click rate. 

DeepFM’s deep neural network part is a forward neural network, which is used to learn high-order 

feature combination relations [29]. The original data of click rate prediction contains many discrete 

features, which are often high-dimensional and sparse, resulting in difficulty in parameter training of 

deep neural networks. To solve this problem, DeepFM uses the embedding layer to compress the high-

dimensional sparse input vector into a low-dimensional and dense real vector and then connect it to the 

hidden layer of the neural network. 

There are two points that should be paid special attention in the embedding layer. (1) Although different 
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domains contain different feature dimensions, the embedding vectors of each domain have the same size. 

(2) The implicit vector in the decomposer is shared with the neural network, that is, as the network weight 

of the embedding layer, the input is compressed into the embedding vector. DeepFM does not need to 

train the decomposer first and then use the embedded layer parameters of the initialization neural 

network. In DeepFM, the decomposer will be used as a part of the model and trained together with other 

parameters. The input to the embedding layer is expressed as: 

 

                                                                 (4) 

 

where  is the embedding vector of the i-th domain, m is the number of domains, and  

is the network parameter between the embedding layer and the input layer, where the i-th one-hot input 

vector of the second domain is . 

The DeepFM decomposer and deep neural network share the same embedding vector, which brings 

two advantages. (1) The embedding vector can learn the information of low- and high-order feature 

combination from the original data. (2) DeepFM does not need to specially design feature engineering to 

limit the structure of the neural network. 

The logarithmic loss function is equivalent to relative entropy and represents the difference between 

the two distributions. Therefore, click rate prediction generally uses the logarithmic loss function as the 

prediction target: 

 

                                    (5) 

 

                                                                   (6) 

 

Among them,  is a data sample, x is the feature vector, y is the class label of the sample,  is 

the predicted value of the input vector,  is the log loss function of the predicted value and the 

correct result, and E is the log loss function of the entire dataset T. 

To reduce training time, layer normalisation (LN) is adopted when DeepFM is deployed. For each 

sample, LN calculates the mean and variance for all inputs of neurons in a layer of the sample. The mean-

variance is used to compress the inputs into distribution with a mean of 0 and a variance of 1. Then, to 

ensure the characteristics of different neurons, each neuron is assigned a rescaling and retranslating 

variable, and the input normalized in the previous step is rescaled and translated [30]. 

The detailed calculation flow based on DeepFM framework is shown in Fig. 3. Step 1, initialising 

parameters. Step 2, randomly disrupting the sample sequence to ensure the randomness of the data. Step 

3, traversing the data by batch size. Step 4, complete the DeepFM prediction value. Step 5, calculating a 

logarithmic loss function. Step 6, calculate the gradient and update it. 

 

 

5. Experimental Results and Analysis 

To verify the effectiveness of the proposed method, experiments are carried out on the Criteo and 

KDD2012 Cup datasets. The computer processor model is 2.5 GHz Intel Core i5, with 8 GB of memory, 
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Fig. 3. Calculation flow chart based on DeepFM framework. 

 

GPU is implemented on Win10 operating system of NIVIDIA GeForce GTX 1050, hard disk 1T, the 

programming language is Python 3.0, and deep learning system is TensorFlow. 

The comparison method in this study is as follows: 

(i) CVAE: Proposed by [18]. 

(ii) CD-MDTF: Proposed by [23]. 
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(iii) DeepFM+CVAE: Apply the proposed DeepFM model to the method proposed in [18]. 

(iv) DeepFM+CD-MDTF: Apply the proposed DeepFM model to the method proposed in [23]. 

 

5.1 Experimental Dataset 

The Criteo dataset includes about 45,000,000 user history records. The dataset has 13 continuous 

feature domains and 26 discrete feature domains. Sequence partitioning is used to segment the dataset, 

which makes the distribution of test set and training set more similar. A total of 90% are training sets and 

the remaining 10% are test sets. 

The KDD2012 Cup dataset is the advertisement click log data provided by Tencent’s search engine 

Soso (merged into Sogou in September 2013). The training dataset has 149,639,105 records, 987 GB in 

size. The test dataset is consistent with the training set except for the number of clicks and displays, with 

a total of 20,257,594 records, 1.26 GB in size. A record in the dataset represents all the information 

contained in an advertisement among those displayed by a user’s retrieval behavior, which is also called 

an instance. 

 

5.2 Evaluation Indicators 

The experiment adopts two evaluation indexes, namely area under the curve (AUC) and Logloss 

function (logarithmic loss function). AUC and Logloss are two commonly used evaluation indicators in 

recommendation tasks. Among them, AUC means the probability that a positive sample and a negative 

sample are randomly selected, and a classifier ranks the positive sample in front of the negative sample. 

The calculation formula is: 

 

                                                  (7) 

 

where M is the positive sample number, N is the negative sample number,  is the sample i in a given 

model fruit in ascending order. Logloss measures the distance between the real and the predicted 

distribution. It is also the objective function of the click rate prediction model, as shown in Eq. (6). 

 

5.3 Parameter Performance Analysis 

To verify the values of the implicit vector dimension and the number of embedded layers of the 

proposed method, experiments are carried out on Criteo and KDD2012 Cup datasets. In the experiments, 

the values of the implicit vector dimension and the number of neurons range from 1 to 11. The 

experimental results are shown in Figs. 4 and 5. 

As can be seen from Figs. 4 and 5, when the implicit vector dimension and the number of embedded 

layers are 6 and 8, respectively, the recognition rates on Criteo and KDD2012 Cup datasets are close to 

the highest values, and AUC and Logloss tend to be stable thereafter. Therefore, in the following 

experiments, the implicit vector dimension is set to 6 and the number of embedded layers is set to 8. 
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(a) 

 
(b) 

Fig. 4. Implicit vector dimension value analysis: (a) AUC and (b) Logloss. 

 

(a) 

 (b) 

Fig. 5. Analysis of number of embedded layers: (a) AUC and (b) Logloss. 

k
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5.4 Comparison and Analysis of Recommended Results 

AUC and Logloss results obtained by several recommended models on Criteo and KDD2012 Cup 

datasets are shown in Figs. 6 and 7. 

As can be seen from Figs. 6 and 7, compared with other methods, the proposed method obtains a better 

recommendation effect, and the AUC and Logloss on Criteo and KDD2012 Cup datasets are (0.8834, 

0.0253) and (0.7836, 0.0348), respectively, which are better than the comparison algorithm. This is 

because the proposed method uses K-means clustering to make the similarity of objects in the same 

cluster as high as possible, to better mine and utilise the correlation between advertisements and queries. 

Furthermore, DeepFM reduces the noise point and sparsity of the dataset and improves the 

recommendation effect of the model. CVAE and CD-MDTF have achieved poor results on Criteo and 

KDD2012 Cup datasets because the two datasets are divided by time, and the test set is likely to have 

feature combination relations that the training set does not have. In addition, the feature vector dimensions 

of the two models are too high, and the parameters are not easy to train. DeepFM+CVAE and 

DeepFM+CD-MDTF have better model effects than CVAE and CD-MDTF because DeepFM 

compresses the input vectors into low-dimensional dense vectors, reducing the noise points and sparsity 

of datasets. 

 

 

Fig. 6. Comparison of AUC recommended by different models. 

 

 

Fig. 7. Comparison of Logloss recommended by different models. 

 

5.5 Comparative Analysis of Running Time 

In practical application scenarios, besides the recommendation accuracy, the running time of the model 

is also crucial. This study records the running time of the five methods on two datasets. Fig. 8 shows the 
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running time of the model on the scale of 200,000, 400,000, and 600,000 data, respectively. 

As can be seen from Fig. 8, there is still a significant difference in the running time of the model among 

the five methods. The running time of CVAE and CD-MDTF models is only in the pre-estimation model 

training stage. The feature extraction process relies on domain knowledge and the number of features is 

relatively small, so the running time of the models is relatively short. However, DeepFM+CVAE and 

DeepFM+CD-MDTF involve complex operations of tensor decomposition, and the computation cost is 

also very high when input vectors are compressed into low-dimensional dense vectors through DeepFM. 

In addition, they involve a large number of features, so the models of DeepFM+CVAE and DeepFM+CD-

MDTF run for a long time. The model running time of the proposed method is shorter than 

DeepFM+CVAE and DeepFM+CD-MDTF. This is because the proposed method clusters advertisements 

and queries before compressing input vectors into low-dimensional dense vectors through DeepFM. The 

two clusters are independent of each other, and the clustering order does not affect subsequent 

calculations, thus achieving the purpose of feature dimensionality reduction. In addition, the most time-

consuming advertisement click rate estimation model is based on massive data training, and its 

calculation process is carried out in an offline environment, thus reducing the running time of the model. 

 

 

Fig. 8. Comparison of running times of different models. 

 

 

6. Conclusion 

Due to the difference in interaction modes, the recommendation system adopts different 

recommendation strategies for different types of users. Furthermore, the data of different types of users 

in the system are also different. Therefore, this study proposes a personalized product recommendation 

method using DeepFM to analyse user behavior, which is mainly divided into a model training phase and 

an online prediction phase. In the training phase, the hidden vector of DeepFM is shared with the 

embedded layer of the deep neural network so that the input vector is compressed into low-dimensional 

dense vectors, and the purpose of reducing noise and sparsity of the dataset is achieved. In addition, 

before feature extraction, K-means clustering is carried out on the same object so that high-dimensional 

data can obtain low-dimensional representation, which can reflect the intrinsic structural characteristics 

of the original data. In the testing phase, the trained click rate prediction model is used to recommend 

commodities to customers according to the click rate. 

With the further development of mobile Internet, how to recommend personalized products based on 



Personalized Product Recommendation Method for Analyzing User Behavior Using DeepFM 

 

382 | J Inf Process Syst, Vol.17, No.2, pp.369~384, April 2021 

users’ behavior has important research significance and application value. Although this study has 

achieved good results in examining click rate estimation from the perspective of high-dimensional sparse 

data, there are still some deficiencies. There are many elements for recommendation system modelling, 

including not only the interaction data between users and projects but also the spatio-temporal sequence 

patterns of user behaviors, the influence of social relationships, the dynamic evolution of user 

preferences, and the dynamic changes of project characteristics. Modelling more elements can improve 

the performance of the recommendation system. Therefore, the future research direction is to study a new 

deep learning framework that can express and integrate various elements. 
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