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#### Abstract

The steady-state simplified spherical harmonics equations ( $\mathrm{SP}_{N}$ equations) are a higher order approximation to the neutron transport equations than the neutron diffusion equation that also have reasonable computational demands. This work extends these results for the analysis of transients by comparing of two formulations of time-dependent $\mathrm{SP}_{N}$ equations considering different treatments for the time derivatives of the field moments. The first is the full system of equations and the second is a diffusive approximation of these equations that neglects the time derivatives of the odd moments. The spatial discretization of these methodologies is made by using a high order finite element method. For the time discretization, a semi-implicit Euler method is used. Numerical results show that the diffusive formulation for the time-dependent simplified spherical harmonics equations does not present a relevant loss of accuracy while being more computationally efficient than the full system.
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## 1. Introduction

The distribution of the neutrons inside a reactor core is modelled by means of the Boltzmann neutron transport equation. This integro-differential equation depends on four independent variables defined in a total of seven dimensions: three for the position, two for the direction of the neutrons, one for energy and one for time [1]. That makes obtaining the analytic solution (excluding some very simple problems) a very challenging problem. Therefore, two types of methodology are normally used to approximate this equation.

The first is to use stochastic methods such as the Monte-Carlo methodology, where discrete particle histories are tracked. Traditionally, these methods only allow steady-states computations. Recently, this kind of methods have been also used for dynamic computations [2-4].

The other alternative is to use deterministic methods that numerically solve approximations to the Boltzmann transport equation as a differential equations. Amongst the deterministic methods, there are many alternatives depending on the treatment of the continuous dependence of the independent variables.

[^0]For the energy dependence, the multigroup approximation is considered where the continuous energy is divided into several discrete energy groups. The approximation reduces the continuous equation into several monoenergetic equations that are coupled through the fission or the scattering terms. In this work, the spatial discretization is made by using a continuous Galerkin finite element method. This methodology has been applied to several approximations of the neutron transport equation giving very accurate results and using large nodes and a moderate number of degrees of freedom in the finite element expansion [5,6]. Moreover, this methodology can easily treat different kind of meshes in the discretization. This facilitates the analysis of reactors with any type of geometry (including hexagonal geometries or unstructured meshes for pin-level computations). This cannot be easily done with other discretizations such as finite difference methods or nodal methods as it is discussed in Refs. [7,8].

For the steady state computations, the time dependence is removed by forcing the criticality of the system. For that purpose, the $\lambda$-modes problem is used, which is obtained by dividing the fission term by a positive number $\lambda$. This problem is a generalized eigenvalue problem where the largest eigenvalue in magnitude corresponds to the $k$-effective of the nuclear system and the corresponding eigenfunction is associated with the neutronic flux distribution inside the core. Alternative problems can be defined,
but their computation is considerably more expensive [9]. Once the steady-state problem is obtained, different time schemes can be applied to discretize the time dependence of the equations. The most common method is to use a finite differences technique such as the implicit backward method [10,11]. Moreover, one can apply quasi-static methods that assume a decomposition of the flux as a product of two functions that are obtained by using two independent time scales [12,13]. Another possibility is to use modal methods that describe the flux as a linear combination of a set of dominant modes [14,15]. In this work, a stable semi-implicit scheme is used for the time discretization because first order schemes are a usual practice in the existing neutronic solvers. Future works will study more elaborated higher order schemes in time.

Finally, the angular dependence treatment usually classifies the approximations of the neutron transport equation. Over the years, the most used approximation is the neutron diffusion equation because, even though its use is limited by certain conditions, it gives accurate solutions with a relatively low computational cost. Nevertheless, to study new fuel designs and configurations with complex geometry more precise approximations of the neutron transport equations can be considered. The discrete ordinates equations ( $S_{N}$ equations) are obtained by using different quadrature sets for the angular discretization [16-18]. The spherical harmonics equations ( $\mathrm{P}_{N}$ equations) are then obtained by expanding the angular variable in terms of spherical harmonics [19-21]. Moreover, one can apply the method of characteristics (MOC) that solves the neutron transport equation along a large enough set of characteristic lines generated by subdividing the solid angle domain into several discrete directions [22,23]. All these models for a realistic problem lead to large sets of equations that require petascale computing to be solved [24]. In order to reduce these high computational resources, a simplified formulation for the $\mathrm{P}_{N}$ equations was developed in Ref. [25] known as the simplified $\mathrm{P}_{N}$ equations or $\mathrm{SP}_{N}$ equations. This approximation is derived from the $\mathrm{P}_{N}$ equations for a one-dimensional geometry where the partial derivatives of the even moments are substituted by gradients and the partial derivatives of the odd moments are substituted by divergence operators. Even though this model is not convergent to the neutron transport equation, it has been shown to be an asymptotic correction to standard diffusion theory [26-28].

In the steady-state $\mathrm{SP}_{N}$ equations, odd moments are normally isolated and replaced again in the even moments equations, leading to a simplified formulation where only the even moments are part of the equations. Several works [29-31] have verified this approach. Another possibility is to consider the full set of equations (even and odd moments). Both strategies (theoretically equivalent) are used in this work for the time-dependent $\mathrm{SP}_{N}$ equations. In these equations, several approximations can be considered based on different assumptions related to the time derivative of the spherical harmonics moments. First, one can use the full $\mathrm{SP}_{N}$ equations where it is assumed that the time variation of all moments is different from zero ( $\mathrm{FSP}_{N}$ equations). In a second approach, it is assumed that the odd moments are constant in time $\left(\mathrm{DSP}_{N}\right.$ equations). This last consideration gives a simpler formulation than the first one because (as with in the steady-state problem) only the even moments appear in the equations and second order spatial derivatives appear leading to a generalized time-dependent diffusion equation. For the special case of $N=1$, the $\mathrm{FSP}_{1}$ and the $\mathrm{DSP}_{1}$ equation (with isotropic scattering) are equivalent to the telegrapher's model and the neutron diffusion equation, respectively. Some works are devoted to comparing these two approximations showing a retardation in the time response as the relaxation time
increases $[32,33]$. However, it is not clear that these results are maintained for $N>1$ [34]. Finally, one can consider that only the time derivative of the scalar flux (first moment) is not equal to zero to obtain another time-dependent $\mathrm{SP}_{N}$ formulation [35].

The main objective of this work is to compare the full and the diffusive formulations of the time-dependent $\mathrm{SP}_{N}$ equations showing the differences between these two models for different type of transients. These transients display differences between the diffusion and higher approximations of the neutron transport equations. However, if the full $\mathrm{P}_{N}$ equations are used, they lead to very large problems which require super computers to be solve. This work also aims to verify the implementation of the proposed methodology using the finite element method for the spatial discretization and the semi-implicit difference method to approximate the time dependence of the $\mathrm{SP}_{N}$ equations. The results obtained are compared with the ones computed with other neutronic codes.

The rest of this paper is structured as follows. Section 2 presents the steady-state $\mathrm{SP}_{N}$ equations and the two treatments for the timedependent $\mathrm{SP}_{N}$ equations considered here: the $\mathrm{FSP}_{N}$ and the $\mathrm{DSP}_{N}$ formulations. Section 3 briefly reviews the finite element method used for the spatial discretization of $\mathrm{SP}_{N}$ equations. Section 4 describes the semi-implicit time discretization scheme to integrate the time-dependent equations. Section 5 presents the analytical solutions of the time-dependent $\mathrm{SP}_{1}$ and full $\mathrm{SP}_{3}$ equations for a homogeneous slab. Section 6 contains the numerical results of this work for different benchmark problems. Finally, the paper ends with the main conclusions which were reached, (Section 7).

## 2. The time-dependent simplified spherical harmonics equations

The simplified spherical harmonics equations are normally obtained from the one-dimensional multigroup time-dependent spherical harmonics equations, $\mathrm{P}_{N}$ equations. These equations can be expressed in matrix form as [1].
$\mathcal{V} \frac{\partial}{\partial t} \phi^{0}+\frac{\partial}{\partial x} \phi^{1}+\mathcal{S}^{0} \phi^{0}=\mathcal{F} \phi^{0}+\sum_{k=1}^{K} \mathcal{M}_{k} \mathcal{C}_{k}$,
$\mathcal{V} \frac{\partial}{\partial t} \phi^{n}+\frac{\partial}{\partial x}\left(\frac{n}{2 n+1} \phi^{n-1}+\frac{n+1}{2 n+1} \phi^{n+1}\right)+\mathcal{S}^{n} \phi^{n}=0$
$n=1, \ldots, N$
where the equations for the delayed neutron precursor concentration are
$\frac{\partial}{\partial t} \mathcal{C}_{k}=-\lambda_{k}^{d} \mathcal{C}_{k}+\mathcal{R}_{k} \phi^{0} \quad k=1, \ldots, K$.
In the previous equations, the spatial and time-dependent operators present are defined as
$\phi^{n}=\left(\phi_{1}^{n}, \phi_{2}^{n}, \ldots, \phi_{G}^{n}\right)^{T}$,
$\mathcal{S}^{n}=\left(\begin{array}{llll}\Sigma_{t 1}-\Sigma_{s 11}^{n} & -\Sigma_{s 21}^{n} & \ldots & -\Sigma_{s G 1}^{n} \\ -\Sigma_{s 12}^{n} & \Sigma_{t 2}-\Sigma_{s 22}^{n} & \ldots & -\Sigma_{s G 2}^{n} \\ \vdots & \vdots & \ddots & \vdots \\ -\Sigma_{s 1 G}^{n} & -\Sigma_{s 2 G}^{n} & \ldots & \Sigma_{t G}-\Sigma_{s G G}^{n}\end{array}\right)$,
$\mathcal{F}=\left(\begin{array}{cccc}\chi_{1}^{p}\left(1-\beta^{1}\right) \nu_{1} \Sigma_{f 1} & \chi_{1}^{p}\left(1-\beta^{2}\right) \nu_{2} \Sigma_{f 2} & \ldots & \chi_{1}^{p}\left(1-\beta^{G}\right) \nu_{G} \Sigma_{f G} \\ \chi_{2}^{p}\left(1-\beta^{1}\right) \nu_{1} \Sigma_{f 1} & \chi_{2}^{p}\left(1-\beta^{2}\right) \nu_{2} \Sigma_{f 2} & \ldots & \chi_{2}^{p}\left(1-\beta^{G}\right) \nu_{G} \Sigma_{f G} \\ \vdots & \vdots & \ddots & \vdots \\ \chi_{G}^{p}\left(1-\beta^{1}\right) \nu_{1} \Sigma_{f 1} & \chi_{G}^{p}\left(1-\beta^{2}\right) \nu_{2} \Sigma_{f 2} & \ldots & \chi_{G}^{p}\left(1-\beta^{G}\right) \nu_{G} \Sigma_{f G}\end{array}\right)$,
$\mathcal{V}=\left(\begin{array}{cccc}1 / v_{1} & 0 & \ldots & 0 \\ 0 & 1 / v_{2} & \ddots & \vdots \\ \vdots & \ddots & \ddots & 0 \\ 0 & \cdots & 0 & 1 / v_{G}\end{array}\right), \quad \mathcal{M}_{k}=\left(\begin{array}{c}\lambda_{k}^{d} \chi_{1}^{d, k} \\ \vdots \\ \lambda_{k}^{d} \chi_{G}^{d, k}\end{array}\right)$,
$\mathcal{R}_{k}=\left(\begin{array}{lll}\beta_{k}^{1} \nu_{1} \Sigma_{f 1} & \cdots & \beta_{k}^{G} \nu_{G} \Sigma_{f G}\end{array}\right)$
The variable $\phi_{g}^{n}=\phi_{g}^{n}(x, t)$ denotes the $n$ th-moment of the neutron flux. $\mathcal{C}_{k}$ denotes the delayed neutron precursor concentration. Subindex $g(g=1, \ldots, G)$ refers to the energy group and subindex $k(k=1, \ldots, K)$ refers to the precursor group. The total and the fission macroscopic cross-sections are denoted by $\Sigma_{t}$ and $\Sigma_{f}$, respectively. The value of $\Sigma_{s}^{n}$ is the $n$ th-component of the scattering cross section in the spherical harmonics expansion. The value of $\nu$ is the mean number of neutrons produced by fission. The value of $v$ denotes the neutron velocity. The spectrum of the prompt and the delayed neutrons are denoted by $\chi_{g}^{p}$ and $\chi_{g}^{d, k}$. The fraction of the delayed neutrons is $\beta_{k}^{g}$ such that the total delayed neutron fraction $\beta^{g}=\sum_{k}^{K} \beta_{k}^{g}$. Finally, the neutron precursor delayed constants are represented by $\lambda_{k}^{d}$.

In the expressions above it is assumed that the scattering is isotropic, so the components of the scattering cross-sections are assumed to be equal to zero for moments equal or higher than 1. Moreover, the total cross-section, $\Sigma_{t}$, is approximated by the transport cross-section $\Sigma_{t r}$.

The absorption cross-section $\Sigma_{a g}$, which will appear later in the text, is equal to $\Sigma_{t}-\sum_{g^{\prime}=1}^{G} \Sigma_{s g g^{\prime}}$.

The $\mathrm{P}_{N}$ equations constitute a set of $N+1$ equations with $N+2$ unknowns. The most common option to solve this problem it to remove the term $d \phi^{N+1} / d x$ that appears in the $N$-th equation. Other solutions, known as closures, have also been studied in the literature [36].

From Equation (1), the steady-state problem can be obtained by dividing the fission term $\mathcal{F}$ by a positive number $\lambda$ to force the criticality of the system. The steady-state $\mathrm{P}_{\mathrm{N}}$ equations are
$\frac{d}{d x} \varphi^{1}+\mathcal{S}_{\text {stat }}^{0} \varphi^{0}=\frac{1}{\lambda} \mathcal{F} \varphi^{0}$,
$\frac{d}{d x}\left(\frac{n}{2 n+1} \varphi^{n-1}+\frac{n+1}{2 n+1} \varphi^{n+1}\right)+\mathcal{S}_{\text {stat }}^{n} \varphi^{n}=0, n=1, \ldots, N$.
where $\varphi=\phi(x, 0)$ is the steady-state flux, $\mathcal{S}_{\text {stat }}^{0}$ is the matrix given in Equation (4) at $t=0$, the new $\overline{\mathcal{F}}$ operator is defined as
$\overline{\mathcal{F}}=\left(\begin{array}{cccc}\chi_{1} \nu_{1} \Sigma_{f 1} & \chi_{1} \nu_{2} \Sigma_{f 2} & \ldots & \chi_{1} \nu_{G} \Sigma_{f G} \\ \chi_{2} \nu_{1} \Sigma_{f 1} & \chi_{2} \nu_{2} \Sigma_{f 2} & \ldots & \chi_{2} \nu_{G} \Sigma_{f G} \\ \vdots & \vdots & \ddots & \vdots \\ \chi_{G} \nu_{1} \Sigma_{f 1} & \chi_{G} \nu_{2} \Sigma_{f 2} & \cdots & \chi_{G} \nu_{G} \Sigma_{f G}\end{array}\right)$,
and the value of $\chi_{g}$ is $\chi_{g}=\chi_{g}^{p}\left(1-\beta^{g}\right)+\sum_{k}^{K} \chi_{g}^{d, k} \beta_{k}^{g}$. The value for all magnitudes corresponds to the value of them at time $t=0$. The largest eigenvalue in magnitude corresponds to the $k$-effective of the system.

This system of differential equations must be completed with the boundary conditions of the reactor. In this work, we consider:

- Vacuum boundary conditions. We can use the Marshak's conditions that, given a boundary position $x_{0}$ and making use of the spherical harmonics expansion, can be written as
$\int_{\mu_{i n}} P_{n}(\mu) \sum_{n^{\prime}=0}^{N} \frac{2 n^{\prime}+1}{2} \phi^{n^{\prime}}\left(x_{0}\right) P_{n^{\prime}}(\mu) \mathrm{d} \mu=0 \quad n=1,3, \ldots, N$
where $P_{n}$ is the Legendre polynomial of degree $n$ and $\mu$ is defined as $\mu \equiv \cos (\theta)$ where $\theta$ is the angle between the $x$ axis and the direction of the incident neutron velocity [1].

For instance, in the $P_{3}$ equations, if $\vec{n}$ is the normal direction at the boundary $x_{0}$, the Marshak's boundary conditions are:
$\frac{1}{2} \phi^{0}+\frac{5}{8} \phi^{2}=\vec{n} \vec{\phi}^{1},-\frac{1}{8} \phi^{0}+\frac{5}{8} \phi^{2}=\vec{n} \vec{\phi}^{3}$.

- Reflective boundary conditions. In this case, the only conditions that make physical sense is forcing the odd moments are equal to zero [1],
$\phi^{n}\left(x_{0}\right)=0, \quad n=1,3, \ldots, N$.
The angular flux moments of the steady-state problems obtained from the eigenvalue problem (8) are undetermined. Thus, a normalization criterion must be defined. The mean neutron power density production at time $t$ is defined as
$\bar{P}(t)=\frac{1}{V_{t}} \sum_{g=1}^{G} \int_{\Omega} \Sigma_{f g} \phi_{g}^{0}(\vec{r}, t) d V$,
where $\Omega$ is the reactor domain and $V_{t}$ the total volume of the reactor. The normalization criterion is such that, at steady-state, the mean relative power production is equal to 1 , i.e.
$1=\bar{P}(0)$.
The extension of the steady-state $\mathrm{P}_{N}$ equations to be valid in multidimensional geometries to obtain the $\mathrm{SP}_{N}$ equations is done by substituting in the even $n$ equations the derivative with respect to $x$ by a divergence, and in the odd $n$ equations the $x$ derivative is changed by a gradient [25,28]. However, in the time-dependent case, several treatments for the time derivatives of the moments can be considered that yield different time-dependent $\mathrm{SP}_{N}$ formulations.


### 2.1. Full spherical harmonics equations $\left(F S P_{N}\right.$ equations)

The full time-dependent multidimensional $\mathrm{FSP}_{N}$ equations are
$\mathcal{V} \frac{\partial}{\partial t} \phi^{0}+\vec{\nabla} \cdot \vec{\phi}^{1}+\mathcal{S}^{0} \phi^{0}=\mathcal{F} \phi^{0}+\sum_{k=1}^{K} \mathcal{M}_{k} \mathcal{C}_{k}$,
$\mathcal{V} \frac{\partial}{\partial t} \phi^{n} \vec{\nabla}\left(\frac{n}{2 n+1} \phi^{n-1}+\frac{n+1}{2 n+1} \phi^{n+1}\right)+\mathcal{S}^{n} \phi^{\vec{n}}=0, n$ odd,
$\mathcal{V} \frac{\partial}{\partial t} \phi^{n}+\vec{\nabla} \cdot\left(\frac{n}{2 n+1} \stackrel{\rightharpoonup}{\phi}^{n-1}+\frac{n+1}{2 n+1} \dot{\phi}^{n+1}\right)+\mathcal{S}^{n} \phi^{n}=0 \quad n>0$, even,
where $n=1, \ldots, N$. The evolution of the delayed neutron precursor concentration is given by Equation (2). Note that this formulation yields to $(N+1)(d+1) / 2$ scalar equations, where $d$ is the dimension of the problem $(d=1,2,3)$.

The steady-state equations associated with the $\mathrm{FSP}_{N}$ equations are
$\vec{\nabla}\left(\frac{n}{2 n+1} \varphi^{n-1}+\frac{n+1}{2 n+1} \varphi^{n+1}\right)+\mathcal{S}^{n} \vec{\varphi}^{n}=0$, nodd.
$\vec{\nabla} \cdot\left(\frac{n}{2 n+1} \vec{\varphi}^{n-1}+\frac{n+1}{2 n+1} \stackrel{\rightharpoonup}{\varphi}^{n+1}\right)+\mathcal{S}^{n} \varphi^{n}=\delta_{n 0} \frac{1}{\lambda} \overline{\mathcal{F}} \varphi^{0}$, neven.

### 2.2. Diffusive spherical harmonics equations ( $D S P_{N}$ equations)

The idea of this approximation is to generalize the timedependent neutron diffusion equation, that is equivalent to $\mathrm{FSP}_{1}$ equations where the time derivative of the current $\left(\vec{\phi}^{1}\right)$ is assumed to be equal to zero. In this way, for the different $\mathrm{SP}_{N}$ equations we have
$\frac{\partial}{\partial t} \vec{\phi}^{n}=0, \quad n$ odd.
Equation (17) is then substituted into the $\mathrm{FSP}_{N}$ equations (Equation (2.1)) to obtain, for $n=1, \ldots, N$,
$\mathcal{V} \frac{\partial}{\partial t} \phi^{0}+\vec{\nabla} \cdot \vec{\phi}^{1}+\mathcal{S}^{0} \phi^{0}=\mathcal{F} \phi^{0}+\sum_{k=1}^{K} \mathcal{M}_{k} \mathcal{C}_{k}$,
$\vec{\nabla}\left(\frac{n}{2 n+1} \phi^{n-1}+\frac{n+1}{2 n+1} \phi^{n+1}\right)+\mathcal{S}^{n} \vec{\phi}^{n}=0 \quad n$ odd.
$\mathcal{V} \frac{\partial}{\partial t} \phi^{n}+\vec{\nabla} \cdot\left(\frac{n}{2 n+1}{ }^{-n-1}+\frac{n+1}{2 n+1}{ }^{\vec{\phi}}{ }^{n+1}\right) \mathcal{S}^{n} \phi^{n}=0 \quad n>0$, even.

The equations for the delayed precursor concentrations are in Equation (2). System (18) has a particular advantage with respect to the full formulation. The odd moments of Equation (18b) can be isolated and substituted into Equations (18a) and (18c) to obtain the diffusive spherical harmonics equations ( $\mathrm{DSP}_{N}$ equations)

$$
\mathcal{V} \frac{\partial}{\partial t} \phi^{n}-\vec{\nabla} \cdot\left(\frac{n\left(\mathcal{S}^{n-1}\right)^{-1}}{(2 n+1)(2 n-1)} \vec{\nabla}\left((n-1) \phi^{n-2}+n \phi^{n}\right)\right.
$$

$$
\begin{align*}
& \left.+\frac{(n+1)\left(\mathcal{S}^{n+1}\right)^{-1}}{(2 n+1)(2 n+3)} \vec{\nabla}\left((n+1) \phi^{n}+(n+2) \phi^{n+2}\right)\right)+\mathcal{S}^{n} \phi^{n} \\
& =\delta_{n 0} \mathcal{F} \phi^{n}+\delta_{n 0} \sum_{k=1}^{K} \mathcal{M}_{k} \mathcal{C}_{k} \quad n=0,2, \ldots, N-1 \tag{19}
\end{align*}
$$

Note that, now, the number of scalar equations in this system is equal to $(N+1) / 2$. Also, the resulting system of the $\mathrm{DSP}_{N}$ equations is a set of diffusion-like second order differential equations, which can be treated with similar methods to the ones used for the timedependent neutron diffusion equation.

Using the linear change of variables proposed in Ref. [37] for the steady-state $\mathrm{SP}_{N}$ equations, we define
$U^{m}=(2 m-1) \phi^{2 m-2}+2 m \phi^{2 m}, \quad m=1,2, \ldots, M-1$,
$U^{M}=(2 M-1) \phi^{2 M-2}$,
where $M=(N+1) / 2$ and $U^{m}$ includes the group dependent diffusive pseudo-moments
$U^{m}=\left(u_{1}^{m}, u_{2}^{m}, \ldots, u_{G}^{m}\right)^{T}$,
to obtain the system
$\mathbb{V} \frac{\partial}{\partial t} U-\vec{\nabla} \cdot(\mathbb{D} \vec{\nabla} U)+\mathbb{S} U=\mathbb{F} U+\mathbb{C}$.
For instance, in the case of the $P_{3}$ equations, the change of variables is
$U^{1}=\phi^{0}+2 \phi^{2} \quad U^{2}=3 \phi^{2}$,
such that
$U=\left(U^{1}, U^{2}\right)^{T}$.
In Equation (23), the velocity matrix $(\mathbb{V})$, the effective diffusion matrix $(\mathbb{D})$, the absorption matrix $(\mathbb{S})$, the fission matrix $(\mathbb{F})$ and the precursors term $(\mathbb{C})$ are given by
$\mathbb{D}=\left(\begin{array}{cc}\frac{1}{3}\left(\mathcal{S}^{1}\right)^{-1} & 0 \\ 0 & \frac{1}{7}\left(\mathcal{S}^{3}\right)^{-1}\end{array}\right)$,
$\mathbb{S}_{i j}=\sum_{m=1}^{2} \mathbf{c}_{i j}^{(\mathbf{m})} \mathcal{S}^{m}, \quad \mathbb{V}_{i j}=\sum_{m=1}^{2} \mathbf{c}_{i j}^{(\mathbf{m})} \mathcal{V}$,
$\mathbb{F}_{i j}=\mathbf{c}_{i j}^{(\mathbf{1})} \mathcal{F}, \quad \mathbb{C}_{i}=\mathbf{d}_{i} \sum_{p=1}^{K} \mathcal{M}_{k} \mathcal{C}_{k}$,
where the coefficients matrix, $\mathbf{c}^{(\boldsymbol{m})}$ and vector $\mathbf{d}$ are
$\mathbf{c}^{(\mathbf{1})}=\left(\begin{array}{cc}1 & -\frac{2}{3} \\ -\frac{2}{3} & \frac{4}{9}\end{array}\right), \quad \mathbf{c}^{(\mathbf{2})}=\left(\begin{array}{cc}0 & 0 \\ 0 & \frac{5}{9}\end{array}\right), \quad \mathbf{d}=\left(1-\frac{2}{3}\right)$
Following the same process and change of variables for the steady-state problem, we obtain the eigenvalue problem
$-\vec{\nabla}(\mathbb{D} \vec{\nabla} U)+\mathbb{A} U=\frac{1}{\lambda} \bar{F} U$,
where in this case
$\overline{\mathbb{F}}=\mathbf{c}_{i j}^{(\mathbf{1})} \overline{\mathbf{F}}$.
Finally, the previous equations, the boundary conditions with this change of variables have the following forms [37].

The vacuum boundary conditions can be applied by forcing
$-\vec{n} \mathbb{D} \vec{\nabla} U\left(x_{0}\right)=\mathbb{B} U\left(x_{0}\right)$,
where $\vec{n}$ is the normal direction to the boundary. For instance, the matrix $\mathbb{B}$ for the $\mathrm{SP}_{3}$ case, is the result of the Kronecker product of matrix $\mathbf{b}$ by an $G \times G$ identity matrix as
$\mathbb{B}=\mathbf{b} \otimes \mathbf{I}_{(G \times G)} \quad \mathbf{b}=\left(\begin{array}{cc}\frac{1}{2} & -\frac{1}{8} \\ -\frac{1}{8} & \frac{7}{24}\end{array}\right)$
The reflective boundary conditions are setting as
$\vec{\nabla} U^{m}\left(x_{0}\right)=0, \quad m=1,2, \ldots,(N+1) / 2$.

## 3. Spatial discretization: the finite element method

A high order finite element method is used for the spatial discretization of the previous differential equations. For simplicity, let us consider the steady-state problem and one energy group in the formulations to explain the finite element discretization method. The steady-state computation is the first step in any transient analysis. A similar process is applied for the spatial discretization of the time-dependent problems and problems with more energy groups.

We start with the steady-state $\mathrm{SP}_{1}$ equation in the full version (with the odd and the even moments) assuming $\Sigma_{s}^{1}=0$ and denoting $\Sigma_{s}=\Sigma_{s}^{0}$ that is
$\frac{1}{3} \vec{\nabla} \varphi^{0}+\Sigma_{t} \vec{\varphi}^{1}=0$,
$\vec{\nabla} \cdot \vec{\varphi}^{1}+\left(\Sigma_{t}-\Sigma_{s}\right) \varphi^{0}=\frac{1}{\lambda} \nu \Sigma_{f} \varphi^{0}$.
In matrix form, the previous expression can be written as
$\left(\begin{array}{cc}\left(\Sigma_{t}-\Sigma_{s}\right) & \vec{\nabla} \\ \frac{1}{3} \vec{\nabla} . & \Sigma_{t}\end{array}\right)\binom{\varphi^{0}}{\vec{\varphi}^{1}}=\frac{1}{\lambda}\left(\begin{array}{cc}\nu \Sigma_{f} & 0 \\ 0 & 0\end{array}\right)\binom{\varphi^{0}}{\vec{\varphi}^{1}}$
First, we define the weak formulation of the problem by premultiplying it by a test function $\left(\psi^{0}, \psi^{1}\right)$ and integrating over the reactor domain, $\Omega$, to obtain
$\int_{\Omega}\left(\psi^{0}, \vec{\psi}\right)\left(\begin{array}{cc}\left(\Sigma_{t}-\Sigma_{s}\right) & \vec{\nabla} \\ \frac{1}{3} \vec{\nabla} \cdot & \Sigma_{t}\end{array}\right)\binom{\varphi^{0}}{\overrightarrow{1}^{1}} d V$
$=\frac{1}{\lambda} \int_{\Omega}\left(\psi^{0}, \vec{\psi}\right)\left(\begin{array}{c}\nu \Sigma_{f} \\ 0 \\ 0\end{array}\right)\binom{\varphi^{0}}{\overrightarrow{1}^{1}} d V$.
Equation (37) is equivalent to
$\left(\psi^{0},\left(\Sigma_{t}-\Sigma_{s}\right) \varphi^{0}\right)_{\Omega}+\left(\psi^{0}, \vec{\nabla} \cdot \cdot^{1}\right)_{\Omega}$
$+\frac{1}{3}\left(\vec{\psi}^{1}, \vec{\nabla} \varphi^{0}\right)_{\Omega}+\left(\vec{\psi}^{1}, \Sigma_{t}{ }^{1}\right)_{\Omega}$
$=\frac{1}{\lambda}\left(\psi^{0}, \nu \Sigma_{f} \varphi^{0}\right)_{\Omega}$,
where $(a, b)_{\Omega}$ denotes the inner product $\int_{\Omega} a \cdot b d V$.
Now, if the Gauss identity is applied to the second term of Equation (3), we obtain
$\left(\psi^{0}, \vec{\nabla} \cdot \vec{\varphi}^{1}\right)_{\Omega}=\vec{\nabla} \cdot\left(\psi^{0}, \vec{\varphi}^{1}\right)_{\Omega}-\left(\vec{\nabla} \psi^{0}, \vec{\varphi}^{1}\right)_{\Omega}$,
and then, using the Divergence theorem on the second term of Equation (39)
$\vec{\nabla} \cdot\left(\psi^{0}, \vec{\varphi}^{1}\right)_{\Omega}=\left(\psi^{0}, \vec{n} \vec{\varphi}^{1}\right)_{\partial \Omega}$,
Equation (38) is transformed into
$\left(\psi^{0},\left(\Sigma_{t}-\Sigma_{s}\right) \varphi^{0}\right)_{\Omega}+\left(\psi^{0}, \vec{n} \varphi{ }^{1}\right)_{\partial \Omega}-\left(\vec{\nabla} \psi^{0}, \vec{\varphi}^{1}\right)_{\Omega}$
$\left.+\frac{1}{3}\left(\vec{\psi}^{1}, \vec{\nabla} \varphi^{0}\right)_{\Omega} \overrightarrow{( }^{(\psi)}, \Sigma_{t}{ }^{1}\right)_{\Omega}=\frac{1}{\lambda}\left(\psi^{0}, \nu \Sigma_{f} \varphi^{0}\right)_{\Omega}$,
where $\partial \Omega$ is the boundary of the domain and $(a, b)_{\partial \Omega}=\int_{\partial \Omega} a \cdot b d S$.
The last step is to divide the domain $\Omega$ into cells or subdomains $\Omega_{c}$ such that $\Omega=U_{c=1, \ldots, N_{c}} \Omega_{c}$ where it is supposed that the crosssections, obtained by a previous spatial homogenization strategy, are constant. Likewise, $\partial \Omega_{c}$ is the corresponding subdomain surface which is part of the boundary $\partial \Omega$. Thus, Equation (3) is equivalent to
$\sum_{c=1}^{N_{c}}\left(\Sigma_{t}^{c}-\Sigma_{s}^{c}\right)\left(\psi^{0}, \varphi^{0}\right)_{\Omega_{c}}+\sum_{c=1}^{N_{c}}\left(\psi^{0}, \vec{n} \vec{\varphi}^{1}\right)_{\partial \Omega_{c}}-\sum_{c=1}^{N_{c}}\left(\vec{\nabla} \psi^{0}, \vec{\varphi}^{1}\right)_{\Omega_{c}}$
$+\sum_{c=1}^{N_{c}} \frac{1}{3}\left(\vec{\psi}^{1}, \vec{\nabla} \varphi^{0}\right)_{\Omega_{c}}+\sum_{c=1}^{N_{c}} \Sigma_{t}^{c}\left(\vec{\psi}^{1}, \vec{\varphi}^{1}\right)_{\Omega_{c}}=\frac{1}{\lambda} \sum_{c=1}^{N_{c}} \nu \Sigma_{f}^{c}\left(\psi^{0}, \varphi^{0}\right)_{\Omega_{c}}$.

To solve the integrals over the subdomains, $\Omega_{c}$, the function $\varphi^{0}$ and the components of $\vec{\varphi}^{1}=\left(\varphi_{x}^{1}, \varphi_{y}^{1}, \varphi_{z}^{1}\right)$ are approximated as sum of shape functions, $\mathcal{N}_{a}$, multiplied by the unknown expansion coefficients as
$\varphi^{0} \approx \sum_{a=0}^{N_{\text {dofs }}} \mathcal{N}_{a} \widetilde{\varphi}_{a}^{0} \quad \vec{\varphi}^{1} \approx \sum_{a=0}^{N_{\text {dofs }}} \mathcal{N}_{a} \widetilde{\vec{\varphi}}_{a}^{1}$,
where $N_{\text {dofs }}$ is the total number of degrees of freedom.
A continuous Galerkin approximation is used such that the test functions space is the same as the space defined by the basis of shape functions. The shape functions are taken as Lagrange polynomials [38].

If one uses the above assumptions in Equation (3), the following algebraic eigenvalue problem is obtained
$A \widetilde{\varphi}=\frac{1}{\lambda} B \widetilde{\varphi}$,
where
$A=\left(\begin{array}{ll}A_{11} & A_{12} \\ A_{21} & A_{22}\end{array}\right), \quad B=\left(\begin{array}{cc}B_{11} & 0 \\ 0 & 0\end{array}\right), \quad \widetilde{\varphi}=\binom{\widetilde{\varphi}^{0}}{\widetilde{\sim}^{1}}$,
and the matrices elements $(a, b)$ are taken as
$A_{11(a b)}=\sum_{c=1}^{N_{c}}\left(\Sigma_{t}^{c}-\Sigma_{s}^{c}\right)\left(\mathcal{N}_{a}, \mathcal{N}_{b}\right)_{\Omega_{c}}, A_{21(a b)}=\frac{1}{3} \sum_{c=1}^{N_{c}}\left(\overrightarrow{\mathcal{M}_{a}}, \vec{\nabla} \mathcal{N}_{b}\right)_{\Omega_{c}}$,
$A_{12(a b)}=\sum_{c=1}^{N_{c}}\left(\left(\mathcal{N}_{a}, \vec{n} \overrightarrow{\mathcal{M}}_{b}\right)_{\partial \Omega_{c}}-\left(\vec{\nabla} \mathcal{N}_{a}, \overrightarrow{\mathcal{M}}_{b}\right)_{\Omega_{c}}\right)$,
$A_{22(a b)}=\sum_{c=1}^{N_{c}} \Sigma_{t}^{c}\left(\overrightarrow{\mathcal{M}}_{a}, \overrightarrow{\mathcal{M}}_{b}\right)_{\Omega_{c}}, B_{11(a b)}=\sum_{c=1}^{N_{c}} \nu \Sigma_{f}^{c}\left(\mathcal{N}_{a}, \mathcal{N}_{b}\right)_{\Omega_{c}}$,
where $\overrightarrow{\mathcal{M}}_{a}=\left(\mathcal{N}_{a}, \mathcal{N}_{a}, \mathcal{N}_{a}\right)$.
In the expressions above surface integrals over the boundaries, $\partial \Omega_{c}$, appear. They will depend on the boundary conditions. The value of $\vec{n} \overrightarrow{\mathcal{M}}_{b}$ is substituted by the first term of expression (32) if vacuum boundary conditions are used or by zero if reflective boundary conditions are employed.

These integrals only are different from zero if shape functions $\mathcal{N}_{a}$ and $\mathcal{N}_{b}$ collide inside the same cell. Therefore, sparse matrices are obtained. For a general problem with $G$ energy groups, $N$ moments and dimension $d$ the size of the matrices is $N_{t}=N_{\text {dofs }} G(d+1)$ $(N+1) / 2$.

To solve the algebraic generalized eigenvalue problem (44), the generalized Davidson method, implemented by the open source library SLEPc, is used [39]. This eigenvalue solver updates the eigenvector of a matrix by solving a linear system with an approximation of this matrix known as preconditioner [40]. Usually, this approximation behaves better than the original matrix. In this case, the $\operatorname{ILU}(0)$ factorization is taken from the library PETSc as preconditioner [41]. Note that the matrices obtained have a block structure. However, the nature of this formulation means that block methods proposed in previous works by the authors [31], do not converge as fast as before. Therefore, the eigenvalue solver is applied directly to the entire matrices without taking into account their block structure.

Now, the finite element process for the diffusive steady-state $\mathrm{SP}_{1}$ equations is shown. For that, we use the one energy group equation

$$
\begin{equation*}
\left(-\vec{\nabla} \frac{1}{3} \Sigma_{t} \vec{\nabla}+\left(\Sigma_{t}-\Sigma_{s}\right)\right) \psi=\frac{1}{\lambda} \nu \Sigma_{f} \psi \tag{46}
\end{equation*}
$$

The weak formulation in this case is
$\left(\psi,\left(-\vec{\nabla}\left(\frac{1}{3} \Sigma_{t} \vec{\nabla}\right)+\left(\Sigma_{t}-\Sigma_{S}\right)\right) \varphi\right)_{\Omega}=\frac{1}{\lambda}\left(\psi, \nu \Sigma_{f} \varphi\right)_{\Omega}$,
where $\psi$ is a test function.
As in the previous case, the reactor domain $\Omega$ is decomposed as a sum of subdomains $\Omega_{c}$ and the solution $\varphi$ is approximated in each node as a sum of shape functions $\mathcal{N}_{a}$ as
$\varphi \approx \sum_{a=1}^{N_{\text {dofs }}} \mathcal{N}_{a} \widetilde{\varphi}_{a}$.
To apply this finite element method, the Galerkin approximation and Lagrange polynomials are also used.

Introducing the assumptions into the weak formulation (47) and using the Gauss Divergence theorem yields a generalized algebraic eigenvalue problem
$A \widetilde{\varphi}=\frac{1}{\lambda} B \widetilde{\varphi}$,
where the matrix elements are now given by

$$
\begin{align*}
A_{a b} & =\sum_{c=1}^{N_{c}}\left(\frac{1}{3} \Sigma_{t}^{c}\left(\vec{\nabla} \mathcal{N}_{a}, \vec{\nabla} \mathcal{N}_{b}\right)_{\Omega_{c}}-\frac{1}{3} \Sigma_{t}^{c}\left(\mathcal{N}_{a}, \vec{n} \vec{\nabla} \mathcal{N}_{b}\right)_{\partial \Omega_{c}}\right. \\
& \left.+\left(\Sigma_{t}^{c}-\Sigma_{s}^{c}\right)\left(\mathcal{N}_{a}, \mathcal{N}_{b}\right)_{\Omega_{c}}\right), \\
B_{a b} & =\sum_{c=1}^{N_{c}} \nu \Sigma_{f}^{c}\left(\mathcal{N}_{a}, \mathcal{N}_{b}\right), \tag{50}
\end{align*}
$$

where the boundary conditions are used to compute the boundary integral in the above expressions. See more details in Ref. [5].

For a general problem, the size of the matrices obtained with this diffusive formulation is $N_{t}=(N+1) G N_{\text {dofs }} / 2$, that is $d+1$ times smaller than the size of the full formulation, where $d$ is the dimension of the problem.

In this case, to solve the generalized eigenvalue problem (49), the block inverse-free preconditioned Arnordi method (BIFPAM) is used [31]. This method updates the successive eigenvectors by computing the Krylov subspace associated to the residual matrix ( $B-\lambda A$ ). Its convergence can be accelerated with a preconditioner of this residual matrix. In particular, it uses the block Gauss-Seidel preconditioner that takes advantage of the block structure that appears if the number of moments and energy groups are greater than 1.

The finite element method for the two formulations has been implemented using the open source finite elements library Deal. II [42]. For time-dependent problems, similar processes can be applied in each case that lead to semi-discrete problems whose time discretization will be described in next Section.

## 4. Time discretization: the semi-implicit method

Independently of the chosen formulation for the $\mathrm{SP}_{N}$ equations, the spatial discretization of the time-dependent problems yields to a semi-discrete problem of the form
$V \frac{d}{d t} \Phi+T \Phi=F \Phi+\sum_{p=1}^{N_{p}} M_{p} C_{p}$,
where $V, T$ and $F$ are the discretized operator of the velocity, the production and the fission, respectively. The form of these operators will depend on the formulation. The vector $\Phi$ contains the
discrete version of the moments, $\widetilde{\phi}$ for $\mathrm{FSP}_{N}$ or $\widetilde{U}$ for $\mathrm{DSP}_{N}$ equations. The vector $C_{k}$ is the discretization of delayed neutron precursor concentration $\mathcal{C}_{k}$. The matrix $M_{k}$ is the discretized operator of $\mathcal{M}_{k}$.

Analogously, the equation for the concentration of delayed precursors is
$\frac{d}{d t} P C_{k}=-L_{k} C_{k}+R_{k} \widetilde{\phi}^{0}$,
where $L_{k}$ and $R_{k}$ are the discretized operator of $\mathcal{L}_{p}=\lambda_{k}^{d}$ and $\mathcal{R}_{k}$, respectively. The matrix $P$ denotes the mass matrix that is different from the identity matrix because the basis of the FEM (Lagrange polynomials) is not orthonormal.

Usually, for nuclear systems, the time-dependent semi-discrete ordinary differential equation (4) are stiff, thus, it is suitable to use implicit methods for its time discretization. Basically, this system is composed of two sets of equations: one set for the moments and another set for the concentration of delayed precursors, that are coupled. The complete system can be assembled (obtaining only one matrix equation) to design a full implicit scheme. However, this treatment is computationally very expensive. In this work, the alternative is to consider each set of equations independently and to use a semi-implicit scheme (prompt implicit) because this kind of scheme is cheaper and provides accurate results for the range of selected time-steps. Other alternative can be splitting methods [43].

The time interval $[0, T]$ is divided into several subintervals $\left[t_{h}, t_{h+1}\right]$ where $\Delta t_{h}=t_{h+1}-t_{h}$. First, the moments at $t=t_{h+1}$ are approximated by applying a backward difference of first order for the partial time derivative. The rest of terms are then substituted by its value at time $t_{h+1}$ except the concentration of precursors term. For this case, we substitute the matrix by its value at time $t_{h}$. Thus, the vector of moments at time $t_{h+1}$ can be approximated by solving the linear system

$$
\begin{equation*}
\left(\frac{1}{\Delta t_{h}} V^{h+1}+T^{h+1}-F^{h+1}\right) \Phi^{h+1}=\frac{1}{\Delta t_{h}} V^{h} \Phi^{h}+\sum_{k=1}^{K} M_{k}^{h+1} C_{k}^{h} \tag{53}
\end{equation*}
$$

where the superindex $h$ denotes the value of matrices and vectors at time $t_{h}$.

This linear system is solved with the GMRES method provided by the PETSc library [41]. Two different preconditioners are used to solve the linear system. For the $\mathrm{FSP}_{N}$ equations, the $\operatorname{ILU}(0)$ factorization with a Cuthill McKee reordering is used from PETSc library. For the $\mathrm{DSP}_{N}$ equations, a block Gauss-Seidel preconditioner is used. The inverses in the Gauss-Seidel method are approximated by solving linear systems with the conjugate gradient method, the ILU preconditioner and a residual error of $10^{-5}$ are used in this case. This last strategy permits a partial matrix-free implementation that avoids the full assembly of the matrices at each time-step. See more details in Ref. [31].

Then, the concentration of delayed precursors equation is integrated. For that, we use a one-step implicit scheme where the time derivative is approximated by a backward difference of first order. The rest of the terms are approximated by their values at time $t_{h+1}$. In this way, the concentration of precursors can be approximated by solving the linear system
$\left(\frac{1}{\Delta t_{h}} P+L_{k}^{h}\right) C^{h+1}=\frac{1}{\Delta t_{h}} P C^{h}+R_{k}^{h} \widetilde{\phi}^{0, h+1}$.
This last system is solved with the GMRES method and the $\operatorname{ILU}(0)$ preconditioner provided by the PETSc library.

## 5. Analytical solutions of the $\mathrm{FSP}_{1}$, DSP $_{1}$ and $\mathrm{FSP}_{3}$ equations for a homogeneous slab

To compare theoretically both approximations, a homogeneous slab is defined since an analytical solution can be obtained in this case. One energy group is used in the approximations and neutron precursors are no considered.

Let us consider a homogeneous slab of length $L$ with vacuum conditions on its boundaries where an instantaneous constant perturbation in the fission term $\nu \Sigma_{f}$ equal to $\Delta \Sigma_{f}$ is applied to obtain a transient.

## 5.1. $F S P_{1}$ equations

The one energy group $\mathrm{FSP}_{1}$ equations for the homogeneous slab are of form

$$
\left\{\begin{array}{l}
\frac{1}{v} \frac{\partial}{\partial t} \phi^{1}(x, t)+\frac{1}{3} \frac{\partial}{\partial x} \phi^{0}(x, t)+\Sigma_{t} \phi^{1}(x, t)=0 \\
\frac{1}{v} \frac{\partial}{\partial t} \phi^{0}(x, t)+\frac{\partial}{\partial x} \phi^{1}(x, t)+\Sigma_{a} \phi^{0}(x, t)=\left(\nu \Sigma_{f}^{0}+\Delta \Sigma_{f}(t)\right) \phi^{0}(x, t) \\
\frac{1}{2} \phi^{0}(0, t)=-\phi^{1}(0, t), \quad \frac{1}{2} \phi^{0}(L, t)=\phi^{1}(L, t) \\
\phi^{0}(x, 0)=\varphi^{0}(x) \phi^{1}(x, 0)=\varphi^{1}(x), \Delta \Sigma_{f}(0)=0 . \tag{55}
\end{array}\right.
$$

The solution of the steady-state problem is [44].
$\varphi^{0}(x)=c\left(\sin \left(\tau \frac{x}{L}\right)+\frac{2 \tau}{3 \Sigma_{t} L} \cos \left(\tau \frac{x}{L}\right)\right)$,
$\varphi^{1}(x)=\frac{c}{3 \Sigma_{t}}\left(\frac{\tau}{L} \cos \left(\tau \frac{x}{L}\right)-\frac{2 \tau^{2}}{3 \Sigma_{t} L^{2}} \sin \left(\tau \frac{x}{L}\right)\right)$,
where $\tau$ is a positive solution of the nonlinear equation
$f_{1}(\tau)=\left(1-\frac{4}{9\left(\Sigma_{t} L\right)^{2}} \tau^{2} \sin (\tau)+\frac{4}{3 \Sigma_{t} L} \tau \cos (\tau)\right)=0$,
and the constant $c$ is chosen from a normalization of the moments (Equation (14)).

The $k$-effective of the system is given by
$k_{\mathrm{eff}}=\frac{\nu \Sigma_{f}}{\Sigma_{a}+\tau^{2} /\left(3 \Sigma_{t} L^{2}\right)}$.
In the time computation, the reactor at initial state is considered critical by dividing the $\Sigma_{f}$ by $k_{\text {eff. This satisfies }}$
$\nu \Sigma_{f}=\Sigma_{a}+\frac{\tau^{2}}{3 L^{2} \Sigma_{t}}$.
To solve the time-dependent problem, we assume
$\phi^{0}(x, t)=n_{0}(t) \varphi^{0}(x), \quad \phi^{1}(x, t)=n_{1}(t) \varphi^{1}(x)$.
This can be assumed because the transient is defined from a global perturbation in the reactor.

Equation (55) is then transformed into

$$
\begin{align*}
& \frac{1}{v} \varphi^{1} \frac{d}{d t} n_{1}+\frac{1}{3} n_{0} \frac{d}{d x} \varphi_{0}+\Sigma_{t} n_{1} \varphi^{1}=0  \tag{59}\\
& \frac{1}{v} \varphi^{0} \frac{d}{d t} n_{0}+n_{1} \frac{d}{d x} \varphi^{1}+\Sigma_{a} n_{0} \varphi^{0}=\left(\nu \Sigma_{f}+\Delta \Sigma_{f}\right) n_{0} \varphi^{0}
\end{align*}
$$

Now, the steady-state relations
$\varphi^{1}=-\frac{1}{3 \Sigma_{t}} \frac{d}{d x} \varphi^{0}, \quad \frac{d^{2}}{d x^{2}} \varphi^{0}=-\frac{\tau^{2}}{L^{2}} \varphi^{0}$,
are substituted into Equation (59) to obtain

$$
\begin{align*}
& -\frac{1}{v} \frac{1}{3 \Sigma_{t}} \frac{d}{d x} \varphi^{0} \frac{d}{d t} n_{1}+\frac{1}{3} n_{0} \frac{d}{d x} \varphi_{0}-\Sigma_{t} n_{1} \frac{1}{3 \Sigma_{t}} \frac{d}{d x} \varphi^{0}=0 \\
& \frac{1}{v} \varphi^{0} \frac{d}{d t} n_{0}+n_{1} \frac{1}{3 \Sigma_{t}} \frac{\tau^{2}}{L^{2}} \varphi^{0}+\Sigma_{a} n_{0} \varphi^{0}=\left(\nu \Sigma_{f}+\Delta \Sigma_{f}\right) n_{0} \varphi^{0} \tag{61}
\end{align*}
$$

that is equivalent (if $\varphi^{0} \neq 0$ and $\frac{d}{d x} \varphi^{0} \neq 0$ ) to
$\frac{1}{v} \frac{1}{3 \Sigma_{t}} \frac{d}{d t} n_{1}-\frac{1}{3} n_{0}+\frac{1}{3} n_{1}=0$
$\frac{1}{v} \frac{d}{d t} n_{0}+\frac{1}{3 \Sigma_{t}} \frac{\tau^{2}}{L^{2}} n_{1}+\Sigma_{a} n_{0}=\left(\nu \Sigma_{f}+\Delta \Sigma_{f}(t)\right) n_{0}$
Then, isolating the term $n_{1}$ from Equation (63) and substituting into Equation (62) yields the second order differential equation
$\frac{d^{2}}{d t^{2}} n_{0}-v\left(\frac{\tau^{2}}{L^{2} 3 \Sigma_{t}}+\Delta \Sigma_{f}-\Sigma_{t}\right) \frac{d}{d t} n_{0}-v^{2} \Sigma_{t} \Delta \Sigma_{f} n_{0}=0$,
whose solution is
$n_{0}(t)=C_{1} e^{t \frac{t}{2} r_{+}}+C_{2} e^{t \frac{t}{2} r_{-}}$,
where

$$
r_{ \pm}=
$$

$$
\begin{equation*}
\left(\tau^{2} /\left(3 L^{2} \Sigma_{t}\right)+\Delta \Sigma_{f}-\right. \tag{65}
\end{equation*}
$$ $\left.\Sigma_{t}\right) \pm \sqrt{\left(\tau^{2} /\left(3 L^{2} \Sigma_{t}\right)+\Delta \Sigma_{f}-\Sigma_{t}\right)^{2}+4 \Sigma_{t} \Delta \Sigma_{f}}$, and $C_{1}, C_{2}$ are constants that are obtained by imposing $n_{0}(0)=1$ and $n_{1}(0)=1$.

Note that Equation (64) is similar to the telegrapher's equation. This is a differential equation of second order for the time variable that is the result of removing the neutronic current equation in the $\mathrm{P}_{1}$ approximation and assuming that the Fick's law is no longer valid for a transient [45].

## 5.2. $D S P_{1}$ equations

Starting with the same conditions as in the previous case, the one energy group DSP $_{1}$ problem is of the form

$$
\left\{\begin{array}{l}
\frac{1}{v} \frac{\partial}{\partial t} \phi^{0}(x, t)-\frac{1}{3 \Sigma_{t}} \frac{\partial^{2}}{\partial x^{2}} \phi^{0}(x, t)+\Sigma_{a} \phi^{0}(x, t)=\left(\nu \Sigma_{f}^{0}+\Delta \Sigma_{f}(t)\right) \phi^{0}(x, t)  \tag{66}\\
\frac{1}{2} \phi^{0}(0, t)=\frac{1}{3 \Sigma_{t}} \frac{\partial}{\partial x} \phi^{0}(0, t), \quad \frac{1}{2} \phi^{0}\left(x_{L}, t\right)=-\frac{1}{3 \Sigma_{t}} \frac{\partial}{\partial x} \phi^{0}\left(x_{L}, t\right), \\
\phi^{0}(L, t)=0, \phi^{0}(x, 0)=\varphi, \Delta \Sigma_{f}(0)=0,
\end{array}\right.
$$

The solution to the steady-state problem associated is the same as in the previous formulation (Equation (56)).

To compute the solution of the time-dependent problem, it is assumed that
$\phi^{0}(x, t)=n(t) \varphi_{0}(x)$.

This can be assumed because the transient is defined from a global perturbation in the reactor.

Thus Equation (66) can be expressed as
$\frac{1}{v} \varphi_{0} \frac{d}{d t} n-\frac{1}{3 \Sigma_{t}} n \frac{d^{2}}{d x^{2}} \varphi_{0}+\Sigma_{a} n \varphi_{0}=\left(\nu \Sigma_{f}^{0}+\Delta \Sigma_{f}\right) n \varphi_{0}$.
Making use of the second steady-state identity (60), Equation (58) and supposing that $\varphi^{0} \neq 0$, Equation (68) is equivalent to
$\frac{d}{d t} n=v \Delta \Sigma_{f} n$,
which is a first order equation whose solution (with $n(0)=1$ ) is
$n(t)=e^{v \Delta \Sigma_{f} t}$.

### 5.3. Comparison between the $F S P_{1}$ and $D S P_{1}$ approximations

From the analytical solutions for both approximations, it can be concluded (under some assumptions) that the difference between these approximations will be dependent on the value of
$\alpha=\frac{\tau^{2}}{3 L^{2} \Sigma_{t}}$,
such that the $\mathrm{FSPN}_{1}$ nears to $\mathrm{DSPN}_{1}$ as $\alpha$ goes to 0 .
To check this statement, the time components of the scalar moments, $n_{0}(t)$ and $n(t)$, are compared. We start with the solution of the $\mathrm{FSP}_{1}$ equations. If we assume that $\alpha \approx 0$, the roots of the characteristic polynomial associated with the differential equation (64) are equal to
$r_{+}^{*}=2 \Delta \Sigma_{f} \quad r_{-}^{*}=-2 \Sigma_{t}$,
thus, the new solution for the $\mathrm{FSP}_{1}$ equations would have the form
$n_{0}^{*}(t)=C_{1}^{*} e^{\nu \Delta \Sigma_{f}}+C_{2}^{*} e^{-\nu \Sigma_{t}}$.
As the value of the velocity $v$ is usually greater than $10^{4}$ for realistic reactor problems, the second term is very close to zero. Therefore, it is obtained that $n_{0}^{*}(t) \approx n(t)$.

Numerical results will show this statement by changing the length of the slab $L$.

In $[32,33$ ] the authors got a similar result using the relaxation time defined as $1 /\left(\Sigma_{t} v\right)$ for a ramp insertion and a sinusoidal perturbation in the reactivity. Values for the relaxation time close to zero reduce the differences between these approximations.

### 5.4. Point kinetics solution for the $\mathrm{FP}_{3}$ equations

Given a slab reactor with the same conditions as the previous cases, the one energy group time-dependent $\mathrm{FSP}_{3}$ problem can be expressed as

$$
\begin{align*}
& \frac{1}{v} \frac{\partial}{\partial t} \phi^{0}+\frac{\partial}{\partial x} \phi^{1}+\Sigma_{a} \phi^{0}=\left(\nu \Sigma_{f}+\Delta f\right) \phi^{0}, \\
& \frac{3}{v} \frac{\partial}{\partial t} \phi^{1}+2 \frac{\partial}{\partial x} \phi^{2}+\frac{\partial}{\partial x} \phi^{0}+3 \Sigma_{t} \phi^{1}=0, \\
& \frac{5}{v} \frac{\partial}{\partial t} \phi^{2}+3 \frac{\partial}{\partial x} \phi^{3}+\frac{\partial}{\partial x} \phi^{1}+5 \Sigma_{t} \phi^{2}=0,  \tag{74}\\
& \frac{7}{v} \frac{\partial}{\partial t} \phi^{3}+3 \frac{\partial}{\partial x} \phi^{2}+7 \Sigma_{t} \phi^{3}=0
\end{align*}
$$

If a point kinetics approximation is assumed, then
$\phi^{n}(x, t)=n(t) \varphi_{n}(x), \quad n=0, \ldots, 3$,
where $\varphi_{n}(x)$ are the solution of the steady-state equations associated. These solutions can be found in Ref. [44].

From this consideration, the system of equation (5.4) is equivalent to

$$
\begin{align*}
& \frac{1}{v} \frac{d}{d t} n \varphi_{0}+n\left(\frac{\partial}{\partial x} \varphi_{1}+\Sigma_{a} \varphi_{0}-\nu \Sigma_{f} \varphi_{0}\right)-\Delta f n \varphi_{0} \\
& \frac{3}{v} \frac{d}{d t} n \varphi_{1}+n\left(2 \frac{\partial}{\partial x} \varphi_{2}+\frac{\partial}{\partial x} \varphi_{0}+3 \Sigma_{t} \varphi_{1}\right)=0  \tag{75}\\
& \frac{5}{v} \frac{d}{d t} n \varphi_{2}+n\left(3 \frac{\partial}{\partial x} \varphi_{3}+\frac{\partial}{\partial x} \varphi_{1}+5 \Sigma_{t} \varphi_{2}\right)=0 \\
& \frac{7}{v} \frac{d}{d t} n \varphi_{3}+n\left(3 \frac{\partial}{\partial x} \varphi_{2}+7 \Sigma_{t} \varphi_{3}\right)=0
\end{align*}
$$

As $\varphi_{n}(x)$ satisfy the steady-state equations, system (5.4) is equivalent to
$\frac{d n}{d t}\left(\begin{array}{l}\frac{1}{v} \varphi_{0} \\ \frac{3}{v} \varphi_{0} \\ \frac{5}{v} \varphi_{0} \\ \frac{7}{v} \varphi_{0}\end{array}\right)-n\left(\begin{array}{c}\Delta \Sigma_{f} \varphi_{0} \\ 0 \\ 0 \\ 0\end{array}\right)=0$
Finally, if Equation (76) is collapsed by the left premultiplying by the transpose of the spatial vectors, the value of $n(t)$ can be computed by solving the ordinary differential equation with the initial condition $n(0)=1$,

$$
\begin{gather*}
\left(\varphi^{0, T}, \varphi^{1, T}, \varphi^{2, T}, \varphi^{3, T}\right) \cdot\left(\begin{array}{l}
\frac{1}{v} \varphi_{0} \\
\frac{3}{v} \varphi_{0} \\
\frac{5}{v} \varphi_{0} \\
\frac{7}{v} \varphi_{0}
\end{array}\right) \frac{d n}{d t}  \tag{77}\\
-\left(\varphi^{0, T}, \varphi^{1, T}, \varphi^{2, T}, \varphi^{3, T}\right) \cdot\left(\begin{array}{c}
\Delta \Sigma_{f} \varphi_{0} \\
0 \\
0 \\
0
\end{array}\right) n=0
\end{gather*}
$$

## 6. Numerical results

This Section tests the performance of the $\mathrm{FSP}_{N}$ and the $\mathrm{DSP}_{N}$ equations for a different type of transients. First, a homogeneous slab is used to validate the implementation of the methods. This problem will also be used to study the convergence of the proposed semi-implicit scheme for the time-discretization. Furthermore, two transients with the TWIGL reactor are analysed to compare the results with other types of codes and neutron approximations. Finally, other transients for the C5G2 MOX reactor are defined to analyse the methodology in a more realistic reactor where the neutron diffusion equation is not very accurate.

For the finite element method, polynomials of degree 3 are used. This value has been shown to obtain accurate enough results for usual reactor calculations [5]. The dominant eigenvalue is computed with a residual tolerance of $10^{-12}$.

For the semi-implicit time method, tolerances of $10^{-13}$ in the GMRES method are required to solve the associated linear systems. The time-steps for the semi-implicit scheme are considered constant along the transient and its size will depend on the transient analysed.

The time-dependent formulations for the spherical harmonics equation, $\mathrm{FSP}_{N}$ and $\mathrm{DSP}_{N}$, have been implemented in $\mathrm{C}++$ language. They have been incorporated to the open source code FEMFFUSION as an extension of the code. This neutronic code solves the neutron diffusion equation and the steady-state $\mathrm{SP}_{\mathrm{N}}$ equations by using a high order finite element method. The full description and the source code of FEMFFUSION is available in Ref. [46].

All calculations have been carried out sequentially on an Intel® Core ${ }^{\mathrm{TM}} \mathrm{i} 7-47903.60 \mathrm{GHz}$ with 32 Gb of RAM running on Ubuntu GNU/Linux 18.04 LTS.

### 6.1. A homogeneous slab benchmark

We consider a homogeneous slab to define a simple transient whose solution for the $\mathrm{FSP}_{1}$ and $\mathrm{DSP}_{1}$ equations can be obtained analytically as has been shown in Section 5. Moreover, the analytical solution of the $\mathrm{FSP}_{3}$ equations can be approximated with the solution of the point kinetics formulation (Section 5.4). Table 1 contains the cross-section data for this problem. Delayed precursors are not considered. For the spatial discretization, 8 cells of size 1.25 cm are used, and the boundary conditions are vacuum boundary conditions at both sides of the slab. The transient is defined from an instantaneous constant perturbation in the fission cross-section, $\Delta \Sigma_{f}=10^{-4} \mathrm{~cm}^{-1}$.

The multiplicative factor computed for the numerical steadystate $\mathrm{SP}_{1}$ equations (with both formulations) is 0.994017 and the analytical value is 0.9940168 . The $k$-effective for the $\mathrm{SP}_{3}$ equations is 0.999999 and the analytical value is 1.000000 .

First, we study the convergence of the semi-implicit time scheme. The results are given for the $\mathrm{DSP}_{1}$ equations, but analogous conclusions are deduced for the rest of equations. Table 2 displays the relative local error (LE) between the analytical solution and the numerical solution computed as
$\mathrm{LE}=\frac{\left\|\phi_{\text {num }}^{0}-\phi_{\text {ana }}^{0}\right\|}{\left\|\phi_{\text {ana }}^{0}\right\|} \cdot 100$.
The relative local error decreases as the time-step $\Delta t$ becomes smaller. Values of time-step $(\Delta t)$ equal to 0.01 s and smaller provide

Table 1
Cross-section data of the homogeneous slab.

| $v(\mathrm{~cm} / \mathrm{s})$ | $\Sigma_{t}\left(\mathrm{~cm}^{-1}\right)$ | $\Sigma_{a}\left(\mathrm{~cm}^{-1}\right)$ | $\Sigma_{f}\left(\mathrm{~cm}^{-1}\right)$ | $\nu$ |
| :--- | :--- | :--- | :--- | :--- |
| $10^{4}$ | 1.0 | 0.1 | 0.062464 | 2.0 |

Table 2
Evolution in the relative local error (LE) in \% between the numerical and the analytical scalar moments of the $\mathrm{DSP}_{1}$ equations with different time-steps ( $\Delta t$ ) for the semi-implicit time scheme.

| $\Delta t(s)$ | $t=0.0 \mathrm{~s}$ | $t=0.1 \mathrm{~s}$ | $t=0.25 \mathrm{~s}$ | $t=0.50$ | $t=1.00 \mathrm{~s}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0.1 | $3.3 \mathrm{e}-04$ | $6.1 \mathrm{e}-01$ | - | 2.80 | 5.59 |
| 0.01 | $3.3 \mathrm{e}-04$ | $1.3 \mathrm{e}-01$ | $2.0 \mathrm{e}-01$ | $3.3 \mathrm{e}-01$ | $5.8 \mathrm{e}-01$ |
| 0.001 | $3.3 \mathrm{e}-04$ | $8.5 \mathrm{e}-02$ | $9.3 \mathrm{e}-02$ | $1.1 \mathrm{e}-01$ | $1.3 \mathrm{e}-01$ |
| 0.0001 | $3.3 \mathrm{e}-04$ | $8.0 \mathrm{e}-02$ | $8.1 \mathrm{e}-02$ | $8.3 \mathrm{e}-02$ | $8.7 \mathrm{e}-02$ |

Table 3
Evolution of the mean relative power $(P)$ and relative local error (LE) in \% obtained with the numerical and analytical $\mathrm{FSP}_{N}$ and the $\mathrm{DSP}_{N}$ equations ( $N=1,3$ ) taking $\Delta t=0.001 \mathrm{~s}$ for the homogeneous reactor.

|  | Sol. | $t=0.0 \mathrm{~s}$ | $t=0.1 \mathrm{~s}$ | $t=0.25 \mathrm{~s}$ | $t=0.50 \mathrm{~s}$ | $t=0.75 \mathrm{~s}$ | $t=1.00 \mathrm{~s}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\bar{P}^{\text {FSP }}{ }_{1}$ | Num. | 1.0 | 1.10835 | 1.29174 | 1.66727 | 2.15197 | 2.77758 |
| $\bar{P}{ }^{\mathrm{FSP}}{ }_{1}$ | Ana. | 1.0 | 1.10808 | 1.29251 | 1.67058 | 2.15926 | 2.79087 |
| $\mathrm{LE}^{\mathrm{FSP}}{ }_{1}$ |  | 3.3e-04 | 2.4e-02 | 5.8e-02 | 1.9e-01 | 3.3e-01 | 4.7e-01 |
| $\bar{P}^{\mathrm{DSP}_{1}}$ | Num. | 1.0 | 1.10611 | 1.28521 | 1.65046 | 2.11951 | 2.72064 |
| $\bar{P}{ }^{\text {DSP }}{ }_{1}$ | Ana. | 1.0 | 1.10517 | 1.28403 | 1.64872 | 2.11700 | 2.71828 |
| $\mathrm{LE}^{\text {DSP }}{ }_{1}$ |  | $3.3 \mathrm{e}-04$ | 8.5e-02 | 9.3e-02 | 1.1e-01 | 1.2e-01 | 1.3e-01 |
| $\bar{P} \mathrm{PSP}_{3}$ | Num. | 1.0 | 1.10818 | 1.29123 | 1.66595 | 2.14941 | 2.77317 |
| $\bar{P}{ }^{\text {FSP }}{ }_{3}$ | Ana. | 1.0 | 1.11371 | 1.30898 | 1.71342 | 2.24282 | 2.93580 |
| $\mathrm{LE}^{\mathrm{FSP}}{ }_{3}$ |  | 8.2e-01 | 8.2e-01 | 8.2e-01 | 8.2e-01 | 8.2e-01 | 8.2e-01 |
| $\bar{P}{ }^{\mathrm{DSP}_{3}}$ | Num. | 1.0 | 1.10601 | 1.28492 | 1.64971 | 2.11806 | 2.71937 |



Fig. 1. Relative differences between the $\mathrm{FSP}_{1}$ and $\mathrm{DSP}_{1}$ scalar fluxes vs the coefficient $\alpha$ for the homogeneous reactor.
accurate enough results. It must be noted that the errors increase as the transient evolves.

Now, we compare and validate the solutions for the $\mathrm{FSP}_{N}$ and the $\mathrm{DSP}_{N}$ equations ( $N=1,3$ ). Table 3 displays the mean relative power
$(P)$ computed for the numerical and the analytical solution and the relative local error (LE) at different times. For the numerical approximation, the time-step is set to $\Delta t=0.001 \mathrm{~s}$. This Table shows relative local errors between the analytical and numerical solution of $0.1 \%$ for the approximations of first order and $0.8 \%$ in the approximation of third order. Furthermore, similar values in the numerical relative power between the $F S P_{1}$ and $F S P_{3}$ are observed. However, if the diffusive and full approximations are compared, differences of $5 \cdot 10^{-2}$ in the power at $t=1.0 \mathrm{~s}$ can be observed. In this case, the value of $\alpha$ (Equation (71)) is equal to 2.6 . $10^{-2} \mathrm{~cm}^{-1}$.

In the following, we test the influence of the value $\alpha$ (Equation (71)) in the difference of $\mathrm{FSP}_{1}$ and the $\mathrm{DSP}_{1}$ solutions. For that, different sizes of the slab, $L$, are taken $(L \in[5,200] \mathrm{cm})$ to obtain different values of $\alpha$. The local differences between the scalar fluxes are obtained analytically. Fig. 1 represents the values of $\alpha$ and the


Fig. 2. Analytical and numerical amplitudes $n(t)$ for the $\mathrm{FSP}_{3}$ equations in the homogeneous problem.
differences (in \%) at $t=1.0 \mathrm{~s}$. The difference increases as the value of $\alpha$ is larger, i.e. lower values of $L$ are chosen. This dependence on the size of the reactor can have implications for the analysis of small reactors such as the small modular reactors (SMR) which are simulated using transport methods that implies the use of supercomputers [24]. In nuclear reactor analysis, usually, the small elements of the reactor are replaced by a homogenized mixture with effective averaged cross sections. In these cases, linear spatial variation of the neutron distribution is satisfied since it appears mean free paths away from the boundary of large (relative to the mean free path) homogeneous media with relatively uniform source distributions. Consequently, diffusion theory is valid and the variation of the odd moments can be then neglected (Stacey, 1969). For more complex analysis, where such small elements are not homogenized, the diffusion fails and the variation of the current must be included in the mathematical model.

Finally, we test the analytical solution of the $\mathrm{FSP}_{3}$ equations by assuming a point kinetic behaviour. For that, Fig. 2 compares the values of $n_{n}(t)$ obtained numerically for each moment $\phi^{n}$ as


Fig. 3. Geometry and material distribution of the 2D TWIGL reactor.

with the analytical $n(t)$ obtained by solving equation (77). This Figure shows that the assumption of the point kinetics approximation (i.e. $n_{0}=n_{1}=n_{2}=n_{3}$ ) is an accurate approximation for this problem because in the numerical solution, the numerical amplitudes obtained are overlapped.

### 6.2. 2D TWIGL benchmark

Two transients for the two-dimensional TWIGL reactor were defined in Ref. [47]. In literature, diffusion codes have provided accurate results for this benchmark. However, there are many other works that provide the solutions by using higher order approximations of the neutron transport. Therefore, the numerical results of this work can be compared with other neutronic codes. In particular, the solution of the SHNC code expounded in Ref. [20] is used. It is a spherical harmonics $\left(\mathrm{P}_{\mathrm{N}}\right)$ code that uses a nodal collocation method for the spatial discretization. Also, the solution of the diffusion equation from the code QUANDRY is considered. This is equivalent to the $\mathrm{DSP}_{1}$ solution. This code uses an analytic nodal method [48]. For the spatial discretization, both methodologies have used a mesh of $10 \times 10$ nodes for the computations.

Table 5
$k$-effective and problem size $\left(N_{t}\right)$ computed with the $\mathrm{FSP}_{N}$ and $\mathrm{DSP}_{N}$ approximations for the TWIGL reactor. Comparison with the QUANDRY and SHNC codes.

|  |  | $k_{\text {eff }}$ | $N_{t}$ |
| :--- | :--- | :--- | :--- |
| FEMFFUSION | $\mathrm{FSP}_{1}$ | 0.913238 | 5766 |
| FEMFFUSION | $\mathrm{DSP}_{1}$ | 0.913234 | 1922 |
| FEMFFUSION | $\mathrm{FSP}_{3}$ | 0.913826 | 11532 |
| FEMFFUSION | $\mathrm{DSP}_{3}$ | 0.913835 | 3844 |
| QUANDRY | Diffusion $_{\text {SHNC }}$ | $\mathrm{P}_{3}$ | 0.913210 |

Table 6
Relative power computed with $\mathrm{FSP}_{N}$ and $\mathrm{DSP}_{N}$ approximations $(N=1,3)$ and comparison with reference methods for TWIGL ramp perturbation.

|  | FEMFFUSION |  |  |  | QUANDRY | SHNC |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{FSP}_{1}$ | DSP ${ }_{1}$ | $\mathrm{FSP}_{3}$ | $\mathrm{DSP}_{3}$ | Diffusion | $\mathrm{P}_{3}$ |
| Time (s) | Relative power |  |  |  |  |  |
| 0.0 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.000 | 1.0000 |
| 0.1 | 1.30874 | 1.30872 | 1.31055 | 1.31051 | 1.307 | 1.3115 |
| 0.2 | 1.96053 | 1.96045 | 1.96935 | 1.96920 | 1.955 | 1.9746 |
| 0.3 | 2.07544 | 2.07540 | 2.08595 | 2.08583 | 2.075 | 2.0900 |
| 0.4 | 2.09281 | 2.09277 | 2.10358 | 2.10345 | 2.092 | 2.1075 |
| 0.5 | 2.11032 | 2.11028 | 2.12135 | 2.12122 | 2.110 | 2.1252 |
| CPU time (s) | 152 | 28 | 423 | 42 |  |  |

The reactor core is composed of 3 fuel material regions. It is defined for two energy groups and one delayed neutron precursor family. The prompt and delayed spectrum are constant and equal for each material. The values for each energy group are $\chi_{1}^{p}=\chi_{1}^{1, d}=1$ and $\chi_{0}^{p}=\chi_{0}^{1, d}=0$. Fig. 3 shows the geometry for a quarter of the reactor, the distribution of the materials and the boundary conditions. Table 4 displays the material cross-section and the delayed precursor data. For the spatial discretization a mesh with $10 \times 10$ equal cells is considered. The zero boundary conditions are approximated by imposing that $\vec{n} \vec{\phi}^{n}=100 \mathrm{~cm}^{-1} \mathrm{~s}^{-1}$ for the odd moments in the Marshak's boundary conditions.

Table 5 shows the $k$-effective obtained with the $\mathrm{FSP}_{N}$ and $\mathrm{DSP}_{N}$ equations ( $N=1,3$ ), and the reference values. We do not observe differences between the type of the formulation since the steadystate problem associated is the same. The small differences, of order $10^{-6}$, are due to the finite element method approximation. The $k_{\text {eff }}$ in the approximations of order $N=1$ are very close to the diffusion reference result and the $k_{\text {eff }}$ in the approximations of order $N=3$ are closer to the reference for the $\mathrm{P}_{3}$ approximation. This Table also displays the size of the matrices for each problem, $N_{t}$. For this case, the full formulation results in problems which are three times larger than the diffusive formulation.

The full benchmark is composed of two different transients: a ramp and a step perturbation are introduced in the assemblies with material 1 , which result in positive reactivity insertions. The timestep for the semi-implicit time schemes selected is $\Delta t=0.001 \mathrm{~s}$

Table 4
Cross-section data for the TWIGL reactor.

| Mat. | $g$ | $\Sigma_{t g}\left(\mathrm{~cm}^{-1}\right)$ | $\Sigma_{a g}\left(\mathrm{~cm}^{-1}\right)$ | $\nu \Sigma_{f g}\left(\mathrm{~cm}^{-1}\right)$ | $\Sigma s_{g, g+1}\left(\mathrm{~cm}^{-1}\right)$ | $v_{g}(\mathrm{~cm} / \mathrm{s})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 and 2 | 1 | 0.238095 | 0.010 | 0.007 | 0.218095 | $1.0 \mathrm{e}+07$ |
|  | 2 | 0.833333 | 0.150 | 0.200 | 0.000000 | $2.0 \mathrm{e}+05$ |
| 3 | 1 | 0.256410 | 0.008 | 0.003 | 0.238410 | $1.0 \mathrm{e}+07$ |
|  | 2 | 0.666667 | 0.050 | 0.060 | 0.000000 | $2.0 \mathrm{e}+05$ |
| $\beta=0.0065$ |  | $\lambda^{d}=0.0065$ |  |  |  |  |


because we have seen convergent results in the previous case with this value.

### 6.2.1. Ramp transient

The first transient is defined from a linear ramp perturbation between the times $t=0.0 \mathrm{~s}$ and $t=0.2 \mathrm{~s}$. The absorption crosssection of the material 1 and energy group 2 linearly decrease, from $0.15 \mathrm{~cm}^{-1}$ to $0.1465 \mathrm{~cm}^{-1}$. From $t=0.2 \mathrm{~s}$ the material crosssections are constant. This can be expressed as
$\Sigma_{a 2}(t)= \begin{cases}0.15-0.11667 \cdot 0.15 \cdot t & 0 s \leq t \leq 0.2 s, \\ 0.15 & t>0.2 s .\end{cases}$
The transient is followed during 0.5 s . Table 6 displays the mean relative powers computed with the $\mathrm{FSP}_{N}$ and $\mathrm{DSP}_{N}$ approximations ( $N=1,3$ ), and these values provided by the reference codes QUANDRY and SHNC, at different times. The numerical results show a good agreement of $\mathrm{FSP}_{1}$ and $\mathrm{DSP}_{1}$ with the QUANDRY results and the solutions of $\mathrm{FSP}_{3}$ and $\mathrm{DSP}_{3}$ approximations with the SHNC results in spite of the differences between the approximations of order $\mathrm{N}=1$ and order $\mathrm{N}=3$ being from the second decimal place. If the type of time-dependent $\mathrm{SP}_{N}$ formulations are compared, the mean relative power shows differences of $10^{-4}$ or lower between the full and the diffusive treatments.

In order to compare the computational efficiency of each formulation, Table 6 also includes the computational times (CPU Time) needed to simulate the transient by using the different approximations. The CPU time to simulate the transient with diffusive formulations is much smaller than these values with the full approximations ( 5 times smaller for $N=1$ and 10 times smaller for $N=3$ ). In fact, it requires less time to simulate the transient with the $\mathrm{DSP}_{3}$ formulation than if the $\mathrm{FSP}_{1}$ approximation is used.

Fig. 4(a) represents the evolution of the mean relative power obtained for the $\mathrm{FSP}_{N}$ approximation, the QUANDRY and the SHNC solutions. Fig. 4(b) plots the thermal scalar flux at $y=40 \mathrm{~cm}$ and $t=0.5 \mathrm{~s}$ for the different approximations. The solutions of the $\mathrm{DSP}_{\mathrm{N}}$ equations are no considered because they overlap with the $\mathrm{FSP}_{\mathrm{N}}$ curves.

### 6.2.2. Step transient

The second transient is defined from a step change in the thermal absorption cross-section of material 1 . This change can be
expressed as
$\Sigma_{a 2}(t)= \begin{cases}0.15 \mathrm{~cm}^{-1}, & t=0.0 \mathrm{~s}, \\ 0.1465 \mathrm{~cm}^{-1} & t>0.0 \mathrm{~s} .\end{cases}$
Table 7 displays the solutions obtained with FEMFFUSION, QUANDRY and SHNC codes. Fig. 5 shows the mean relative power and the thermal scalar fluxes. As in the previous transient, we observe values in FEMFFUSION results which are very close to the reference results. Moreover, there are no relevant differences between the full and the diffusive approximations for the $\mathrm{SP}_{N}$ equations, but the computational times for the full formulations are very different when they are compared with the diffusive ones, in particular, 5 and 9 times larger.

Comparing with the ramp transient, we observe that for the step transient a prompt increasing of the power is produced whereas the ramp transient produces an increasing with a gentler slope.

### 6.3. 2D C5G2 MOX benchmark

Finally, two C5G2 MOX transient problems are studied to validate the proposed methodology in a more realistic reactor core. The steady-state C5G2 MOX problem was defined in Ref. [49] as a variant of the C5 MOX fuel assembly problem described in Ref. [50]. This benchmark, in contrast to the previous one, has strong spatial gradients that require higher approximations of the neutron transport equation than the neutron diffusion equation [20]. Hence,

Table 7
Relative power computed with $\mathrm{FSP}_{N}$ and $\mathrm{DSP}_{N}$ approximation ( $N=1,3$ ) and comparison with reference methods for TWIGL step perturbation.

|  | FEMFFUSION |  |  |  | QUANDRY | SHNC |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{FSP}_{1}$ | DSP ${ }_{1}$ | $\mathrm{FSP}_{3}$ | DSP3 | Diffusion | $\mathrm{P}_{3}$ |
| Time (s) | Relative power |  |  |  |  |  |
| 0.0 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.000 | 1.0000 |
| 0.1 | 2.06179 | 2.06175 | 2.07213 | 2.07201 | 2.061 | 2.0765 |
| 0.2 | 2.07913 | 2.07910 | 2.08973 | 2.08961 | 2.078 | 2.0941 |
| 0.3 | 2.09653 | 2.09649 | 2.10739 | 2.10725 | 2.095 | 2.1117 |
| 0.4 | 2.11406 | 2.11402 | 2.12518 | 2.12505 | 2.113 | 2.1294 |
| 0.5 | 2.13175 | 2.13171 | 2.14313 | 2.14300 | 2.131 | 2.1473 |
| CPU time (s) | 155 | 29 | 383 | 43 |  |  |



Fig. 5. Evolution of the mean relative power, $P$, and thermal scalar flux, $\phi_{2}^{0}$, profile at $t=0.5$ for the TWIGL step transient.


Fig. 6. Geometry and material distribution of the C5G2 MOX reactor.
it will be interesting to use this problem to compare the full and the diffusive formulations of the time-dependent $\mathrm{SP}_{N}$ equations.

Fig. 6 represents the core configuration that is composed of 16 squared fuel assemblies, 8 of type $\mathrm{UO}_{2}$ and 8 of type MOX. This

Figure also shows the size of each assembly and the boundary conditions. Each fuel assembly is in turn divided into $17 \times 17$ squared pin cells. Fig. 7 shows the configuration for each type of fuel assembly. For the spatial discretization, a square mesh with $84 \times 84$ cells is considered. Each direction is divided into 8 cells of $2.6775 \mathrm{~cm}, 68$ cells of 1.26 cm and 8 cells of 2.6775 cm . Table 8 contains the homogenized two-group cross-sections for each material. The velocities are generated in Ref. [20] by applying a volume weighting method to collapse the seven energy-group velocities given in the C5G7 benchmark [51] into two energy groups. The data of the eight groups of delayed neutrons are specified in Ref. [51], except the neutron spectra, that are taken as $\chi_{1}^{p}=\chi_{1}^{d, k}=1$ and $\chi_{2}^{p}=$ $\chi_{2}^{d, k}=0$.

As reference for the steady-state problem and the Step transient, the solution of the $\mathrm{P}_{3}$ equations from the SHNC code [44] is used. As reference for these cases, the diffusive $\mathrm{SP}_{1}$ (Diffusion) and the diffusive $\mathrm{SP}_{3}$ equations of the PARCS code [52]; [35] are used. In PARCS, the fine mesh finite difference with a mesh of $510 \times 510$ equal cells is applied.

Table 9 displays the $k$-effective obtained with the steady-state $\mathrm{FSP}_{N}$ and $\mathrm{DSP}_{N}$ approximations ( $N=1,3$ ) and the references. Differences of $2 \cdot 10^{-4}$ in the $k$-effective are observed between the

(a) $\mathrm{UO}_{2}$ assembly

(b) MOX assembly

Fig. 7. Geometry and composition of the fuel assemblies for the C5G2 MOX reactor.

Table 8
Cross-section data and velocities for the C5G2 MOX reactor.

| Mat. | $g$ | $\Sigma_{t g}$ | $\Sigma_{a g}$ | $\nu \Sigma_{f g}$ | $\Sigma s_{g g+1}$ | $v_{g}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 - Reflector | 1 | 0.611 | 0.001 | 0.0000 | 0.050 | $7.73247 \mathrm{e}+06$ |
|  | 2 | 2.340 | 0.040 | 0.0000 | 0.000 | $2.87886 \mathrm{e}+05$ |
| 2 - Guide Tube | 1 | 0.611 | 0.001 | 0.0000 | 0.025 | $7.68974 \mathrm{e}+05$ |
|  | 2 | 2.340 | 0.020 | 0.0000 | 0.000 | $2.88616 \mathrm{e}+05$ |
| 3-Fission Chamber | 1 | 0.586 | 0.001 | $1.0 \mathrm{e}-7$ | 0.025 | $8.73088 \mathrm{e}+05$ |
|  | 2 | 1.220 | 0.020 | $3.0 \mathrm{e}-7$ | 0.000 | $2.62899 \mathrm{e}+05$ |
|  |  |  |  |  |  |  |
| 4- $\mathrm{UO}_{2}$ | 1 | 0.570 | 0.010 | 0.0050 | 0.020 | $7.73247 \mathrm{e}+06$ |
|  | 2 | 1.100 | 0.100 | 0.1250 | 0.000 | $2.87886 \mathrm{e}+05$ |
|  |  |  |  |  |  |  |
| 5-4.3\% MOX fuel | 1 | 0.550 | 0.015 | 0.0075 | 0.015 | $1.22628 \mathrm{e}+07$ |
|  | 2 | 1.100 | 0.200 | 0.3000 | 0.000 | $2.88714 \mathrm{e}+05$ |
| 6-7.0\% MOX fuel | 1 | 0.550 | 0.015 | 0.0075 | 0.015 | $1.46202 \mathrm{e}+07$ |
|  | 2 | 1.010 | 0.250 | 0.3750 | 0.000 | $2.92249 \mathrm{e}+05$ |
|  |  |  |  |  |  |  |
| 7-8.7\% MOX fuel | 1 | 0.550 | 0.015 | 0.0075 | 0.015 | $1.59499 \mathrm{e}+07$ |
|  | 2 | 1.060 | 0.300 | 0.4500 | 0.000 | $2.93512 \mathrm{e}+05$ |

Table 9
$k$-effective and problem size $\left(N_{t}\right)$ obtained with the $\mathrm{FSP}_{N}$ and $\mathrm{DSP}_{N}$ approximations for the C5G2 MOX reactor. Comparison with SHNC and PARCS codes.

|  |  | $k_{\text {eff }}$ | $N_{t}$ |
| :--- | :--- | :--- | :--- |
| FEMFFUSION | $\mathrm{FSP}_{1}$ | 0.971310 | 384054 |
| FEMFFUSION | $\mathrm{DSP}_{1}$ | 0.971310 | 128018 |
| FEMFFUSION | $\mathrm{FSP}_{3}$ | 0.970792 | 768108 |
| FEMFFUSION | $\mathrm{DSP}_{3}$ | 0.970780 | 256036 |
| SHNC | $\mathrm{P}_{3}$ | 0.970876 | - |
| PARCS | Diffusion $_{\text {PARCS }}$ | $\mathrm{SP}_{3}$ | 0.971187 |

FEMFFUSION and the reference approximations of the same order N . This Table also shows the problem size $\left(\mathrm{N}_{\mathrm{t}}\right)$ for each case. The difference between the full and the diffusive approximations increases as the problem becomes more complex. In this case, a difference of about $3 \cdot 10^{5}$ degrees of freedoms appears between the $\mathrm{FSP}_{3}$ and the $\mathrm{DSP}_{3}$ problem.

### 6.3.1. Step transient

The first case studied in C5G2 MOX problem is a Step transient. It is defined by replacing the guide tube material of one MOX assembly (marked in Fig. 6 with a dash pattern) by the reflector material. The transient is followed during 0.05 s . The time-step for the semi-implicit time scheme is set equal to $\Delta t=10^{-3} \mathrm{~s}$.

Table 10 displays the relative power at different time values computed with the $\mathrm{FSP}_{N}$ and $\mathrm{DSP}_{N}$ approximations ( $N=1,3$ ) and references [20]. The Table also shows the CPU times needed by the
different computations. There are no relevant differences between the diffusive and the full formulations. However, for instance, in the $\mathrm{DSP}_{3}$ computation, the CPU time is reduced by about 11 times with respect to the $\mathrm{FSP}_{3}$ computation.

Fig. 8(a) represents the evolution of the mean relative power. This graph shows that the power increases until time $t=0.04 \mathrm{~s}$, and then it remains almost constant. Figure shows that the mean relative power value is overestimated by $\mathrm{SP}_{3}$ approximations in $\approx 6.6 \%$ at $t=0.05 \mathrm{~s}$ in comparison with the $\mathrm{P}_{3}$ solution. The $\mathrm{SP}_{3}$ approximations improve the $\mathrm{SP}_{1}$ results in $\mathrm{a} \approx 3.0 \%$ when they are compared with the $\mathrm{P}_{3}$ results.

Fig. 8(b) shows the thermal scalar flux profile normalized in the line $y=32.13 \mathrm{~cm}$ for the $\mathrm{FSP}_{N}$ approximations at $t=0.05 \mathrm{~s}$. This profile is representative of the fuel assembly that has been perturbed. This Figure shows local differences between the approximations of different order $N$. The solutions of the diffusive approximations are not shown because they are overlapped with the full results.

### 6.3.2. Noise transient

A second transient studied for the C5G2 MOX problem is a simple neutron noise simulation. A sinusoidal perturbation of 1 Hz is applied to $\Sigma_{a 2}$ of the guide tube material in the MOX assembly marked in Fig. 6 with the dash pattern. The function applied is
$\Sigma_{a 2}^{\mathrm{GT}}(t)=\Sigma_{a 2}^{\mathrm{GT}}(0)+0.1 \Sigma_{a 2}^{\mathrm{GT}}(0) \sin (2 \pi t)$,
The transient is analysed during 3 s .
In this transient, we compare the relative neutron noise defined as
$\delta \phi^{0}(\vec{r}, t)=\left(\phi^{0}(\vec{r}, t)-\phi(\vec{r}, 0)\right) / \phi^{0}(\vec{r}, t)$,
in the frequency domain. For that, the Fast Fourier Transform (FFT) is numerically applied over the time domain results [53]. Only neutron noise results at 1 Hz are shown.

Fig. 9 shows the spatial distribution of the noise amplitude computed with DSP $_{1}$ approximation. Similar distributions are obtained with the rest of the approximations. A large influence of the perturbation for the fast scalar flux can be observed. The thermal noise is stronger around the perturbed cells.

First, the approximations of order $N=1$ are compared. Fig. 10 compares the amplitude of the neutron noise for the fast and thermal groups along the line $y=32.13 \mathrm{~cm}$. Fig. 11 provides the comparison for the phase of the neutron noise. These Figures show that the $\mathrm{DSP}_{1}$ and $\mathrm{FSP}_{1}$ results are overlapped. The PARCS results are slightly down in the amplitude graphs and slightly above in the phase graphics.

Now, the results for the approximations of order $N=3$ are compared. Fig. 12 and Fig. 13 compare the amplitude and the phase of the neutron noise along the line $y=32.13 \mathrm{~cm}$. In the amplitude

Table 10
Relative power computed with $\mathrm{FSP}_{N}$ and $\operatorname{DSP}_{N}$ approximation $(N=1,3)$ and comparison with reference methods for C5G2 MOX step perturbation.

|  | FEMFFUSION |  |  |  | $\frac{\mathrm{SHNC}}{\mathrm{P}_{3}}$ | PARCS |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{FSP}_{1}$ | DSP ${ }_{1}$ | $\mathrm{FSP}_{3}$ | $\mathrm{DSP}_{3}$ |  | Diffusion | $\mathrm{SP}_{3}$ |
| Time (s) | Relative |  |  |  |  |  |  |
| 0.000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 |
| 0.001 | 1.05058 | 1.05068 | 1.04655 | 1.04671 | 1.04133 | 1.05651 | 1.05164 |
| 0.002 | 1.09122 | 1.09139 | 1.08381 | 1.08409 | 1.07268 | 1.10116 | 1.09221 |
| 0.005 | 1.18585 | 1.18620 | 1.16993 | 1.17047 | 1.14405 | 1.20199 | 1.18305 |
| 0.010 | 1.28360 | 1.28415 | 1.25773 | 1.25854 | 1.21269 | 1.29713 | 1.26727 |
| 0.020 | 1.36634 | 1.36710 | 1.33041 | 1.33150 | 1.26402 | 1.36611 | 1.32679 |
| 0.050 | 1.40583 | 1.40671 | 1.36380 | 1.36499 | 1.28433 | 1.39197 | 1.34898 |
| CPU time (h) | 1.18 | 0.44 | 5.50 | 0.47 |  |  |  |



Fig. 8. Evolution of the mean relative power, $P$, and thermal scalar flux profile in the perturbed assembly at $t=0.05 \mathrm{~s}$ and $y=32.13 \mathrm{~cm}$ for the C5G2 MOX step transient.


Fig. 9. Noise amplitudes computed with the $\mathrm{DSP}_{1}$ approximation for the C5G2 noise transient.
graphics, the same conclusions as for the approximations of order $N=1$ are obtained. However, note that in the phase results, a quantitative irrelevant difference is observed between the full and the diffusive approximations, being the results of the full formulation slightly above from the results of the diffusive formulation ( $\approx 0.06^{\circ}$ at the boundaries of the reactor). In other cases, these differences can be more relevant [33].

## 7. Conclusions

This paper compares the full formulation for the timedependent simplified harmonics equations and a diffusive approximation of these equations that neglects the time derivatives of the odd moments obtaining equations with second order derivatives in space, which is a generalization of the neutron diffusion equation. A high order finite element method is used for the spatial discretization of the equations and a semi-implicit time scheme is
applied for the implementation of these models in the code fempfusion. First, the differences between the time-dependent $\mathrm{SP}_{1}$ equations are analytically studied for a simple case. Then, the time-dependent $\mathrm{SP}_{1}$ and $\mathrm{SP}_{3}$ formulations are numerically studied for more realistic transients. The performance of these methodologies are compared with other transport approximations and neutronic codes as the QUANDRY, the SHNC and the PARCS code.

First, the numerical results show that the time-dependent $\mathrm{SP}_{3}$ formulations improve the results of the time-dependent $\mathrm{SP}_{1}$ equations. This improvement is approximately $0.4 \%$ in the relative power for the TWIGL reactor and $3 \%$ for the C5G2 MOX reactor. It is well known that diffusion approximation does not provide accurate results when strong flux gradients are presented. This happens, for instance, if the reactor consists of many small elements, some of them highly absorbing, as it is the case of the C5G2 MOX reactor.

The numerical results also provide evidence that using the diffusive formulation of the time-dependent $\mathrm{SP}_{N}$ equations is more


Fig. 10. Noise amplitude comparison between the approximations of order $N=1$ in $y=32.13 \mathrm{~cm}$ for the C5G2 noise transient.


Fig. 11. Noise phase comparison between the approximations of order $N=1$ in $y=32.13 \mathrm{~cm}$ for the C5G2 noise transient.
efficient than using the full formulation. On the one hand, the analytical solutions of the time-dependent $\mathrm{SP}_{1}$ equations, for a simple case, show that the differences between the full and the diffusive formulation will mainly depend on the size of the reactor. Only relevant spatial differences, about $0.5 \%$, can be seen in a small reactor of approximately 20 cm , but not longer. This statement is numerically observed for the time-dependent $\mathrm{SP}_{N}$ approximations in more realistic transients. The differences between the relative power with the full and the diffusive $\mathrm{SP}_{3}$ equations do not reach $0.01 \%$ in the transients defined for the TWIGL and C5G2 MOX reactor which have dimensions of $1.6 \times 1.6 \mathrm{~m}$ and $128.52 \times 128.52 \mathrm{~m}$, respectively. On the other hand, if the computational requirements of both formulations are compared, the full formulation of the time-dependent $\mathrm{SP}_{N}$ equations spends more resources than the diffusive formulation to obtain the solution. For a typical problem, the dimension of the matrices obtained
from the spatial discretization of the $\mathrm{FSP}_{N}$ equations can be 4 times higher than the matrices obtained with the diffusive formulation. Moreover, the solver for the linear systems needs more time to reach the convergence in the case of the full formulation due to the nature of the matrices involved. In the computational times, these values are between 2 and 11 times higher if the full formulation is used instead of the diffusive formulation.

Therefore, to improve the solution's accuracy in the case of commercial reactors, the authors recommend increasing the number of moments in the time-dependent $\mathrm{SP}_{N}$ approximation and to use the diffusive formulation due to the size of these reactors. The CPU time needed to obtain the solution of the $\mathrm{DSP}_{3}$ approximation is about 3 times lower than the CPU time if the $\mathrm{FSP}_{1}$ equations are used, and the accuracy of the $\mathrm{DSP}_{3}$ solution is significantly higher than the $\mathrm{FSP}_{1}$ as has been previously pointed out. However, further studies must be performed to confirm this,


Fig. 12. Noise amplitude comparison between the approximations of order $N=3$ in $y=32.13$ cm for the C5G2 noise transient.


Fig. 13. Noise phase comparison between the approximations of order $N=3$ in $y=32.13 \mathrm{~cm}$ for the C5G2 noise transient.
especially in small reactors with complex assemblies such as the small modular reactors (SMR).
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