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1. INTRODUCTION   

Correlation Filters (CF), for example, some of

the most popular correlations fitters such as

MACH, MACE, and their alternative[1,2], applied

outstanding to various pattern recognition. In CF

methods, we can construct an array of frequency

domain for catching the desired parts and deem-

phasizing the undesired parts of training images

to take changes in these images. For instance, face

recognition is obtained by cross-correlating an in-

put image with a filter and matching with the cor-

relation output. The images for testing will match

the training images if we have a peak on the corre-

lation plane. Fig. 1 presents the implementation of

face recognition utilizing a CF and Fast Fourier

Transforms (FFTs).

MACH filter is a type of correlation filter, which

maximizes the correlation peak intensity like a re-

sponse to the average training images. Another

category of CF is MACE filters, which produce

sharp correlations and offer excellent discrim-

ination performance[3].

In this paper, we will develop a machine learning
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method, based on OT correlation filters in face

recognition. The paper will summarize the related

work in section 2, then present the MACE, MACH,

UMACE, OT filter, and their combination with

SVM in section 3. We show experimental results

in section 4 and give a conclusion in section 5.

2. RELATED WORKS

We have two states: accept and reject in the fa-

cial security system, which are determined by the

matching of a testing face with the face in the

database. Correlation filters, such as the MACE fil-

ter, can handle this assignment completely. Marios

Savvides [4] used a database of the facial ex-

pression from the lab of Advanced Multimedia

Processing at CMU for performance evaluation of

the MACE filter. Zhu et al. [5] introduced the fea-

ture correlation filter (FCF), an extended version

of the MACE filter in feature space, tests on CMU’s

database. Another work on correlation filters is the

MACH filter, which had been proposed by Nevel

et al. [6], used for classifying the laser radar

imagery. The MACH filter is also an efficient

method to solve the problem in action recognition

[7].

Random Forest (RF) based algorithm, which is

an unsupervised machine learning method, is pop-

ular in computer vision and in solving facial

recognition. The author in [8] presented an im-

proved random forest-based method for face rec-

ognition by weighting the features when construct-

ing tree predictors in the random forest. Several

popular feature extraction methods have been used

in [9,10] for face classification, such as Local

Binary Patterns, Spatial Pyramid Based Local

Descriptor and even Grey-scale intensity features.

In this paper, we first evaluate the facial recog-

nition with four correlation filters: MACE, MACH,

UMACE, and OT; then combine the OT with SVM

to improve the recognition accuracy. We use the

NCKU face database[11] and Pointing’04 face da-

tabase[12] for testing because the CMU dataset is

not free. Before moving to the next section, we re-

view the ideal of SVM for solving classification

problems. Fig. 2 shows two classification cases in

SVM: linearly separable and non-linear separable.

For the first case, SVM will find the decision boun-

dary (hyperplane) with the largest margin to sepa-

rate between two classes[13]. We can overcome

the second case with the kernel trick, which has

three popular types: linear, polynomial, and Radial

Fig. 1. Applying correlation filters in face recognition.
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Based Function - RBF. We use the RBF kernel for

the proposed method because Yekkehkhany et al.

indicate that the SVM with RBF gets higher clas-

sification results[14].

3. DESIGN OF CORRELATION FILTERS –
SUPPORT VECTOR MACHINE

3.1. MACE, MACH, UMACE, and OT filter design

Assume that we have M training images, de-

noted by xi (i =1,2,..., M), in which each image has

the d1×d2 dimension. Vector h represents the corre-

lation filter in a spatial domain.

We can convert the image from the spatial do-

main to the frequency domain by discrete Fourier

transforms (DFT). Xi and H represent the 2D DFT

of 2D images, xi, and the 2D filter, h, respectively.

The correlation result of the ith image and the

filter is:

(1)

where ⊗ represents the correlation operator; xi (p,

q) represents the ith image; and (p, q) are pixel val-

ues of the ith image. We express the 2D DFT of

the correlation function gi by G. The MACE filter

regulated the correlation plane's shape, gi (p, q).

We solve the minimization problem of the average

correlation energy (ACE) of the correlation plane

from images of the training set to manage the

shape of the correlation output[15].

The ACE can be expressed as:

(2)

Where diagonal matrix D i = X iX*i is the power

spectral density, and diagonal matrix

is its mean from the training set.

The MACE filter is to minimize the ACE, so we

find vector h that minimizes h✝ Dh with the con-

dition X✝h = u. The solution can be described as:

(3)

We have already obtained the formula for a

MACE filter. The other filters are also mentioned

in this section.

The MACH filter minimizes the variance of a

correlation plane between images in the training

set and maximizes the output of the average corre-

lation at the origin. These filters are observed to

be statistically optimally for at least the Gaussian

noise assumption. As a result, MACH filters are

regularly more distortion tolerant than MACE

filters. The MACH filter in the frequency area is

defined as:

(4)

(5)

where, a d1 × d2 diagonal matrix, S, compares the

similarity of the images in training set with the

class mean; w is a column vector of Fourier co-

efficients of the average training images; I i and W

are d1 × d2 diagonal matrices which contain the

Fig. 2. SVM: (a) linearly separable and (b) non-linear separable.
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Fourier coefficients of ith image and mean of the

images along the diagonal in the training set, re-

spectively. The UMACE filter, the special version

of the MACH filter (substitute S by D), can be

written as:

(6)

where the term µλ is constant, generally is set to

1, and does not affect the filter performance.

So far, we obtain the formula for the MACE,

MACH, and UMACE filters. MACE is a particular

instance of the well-known Synthetic Discriminant

Function (SDF)[16]. The SDF filter has four in-

consistent components, namely, output noise var-

iance (ONV), average correlation height (ACH),

average similarity measure (ASM), and average

correlation energy (ACE). The ideal filter should

reduce ONV, ACE, and ASM and increase ACH

using optimal trade-off filters. The energy function

is determined by equation 4[17].

(7)

We minimize this function associated with one

constraint, and the others are constant. The answer

will be the optimal-tradeoff (OT) filter:

(8)

where α, β, and γ are the nonnegative optimal
trade-off parameters.

3.2 OT-SVM design

Fig. 3 and 4 show the proposed method. Suppose

we have N different people in our dataset. We cre-

ate each correlation filters hk from M training im-

ages of the kth person. We implement the Fourier

transform for all training images of N classes and

use the outcomes to design all the correlation filters

hk (k=1, 2, …, N), which are multiplied by the out-

put of each training image after taking the Fourier

transform. The inverse Fourier transformed was

applied to the output of each multiplication, and

give the final result, which use to determine the

correlation peak in the traditional correlation filter

methods. In our method, we use the final results

to calculate the peak to side-lobe ratio (PSR) val-

ues, which are given by equation 7. The PSR val-

ues will be the input feature vectors of the SVM

for the training phase. The process in the testing

phase is similar to the training one, except that the

SVM will predict the class for PSR values, also

Fig. 3. The proposed method uses for the training set.
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the class of each testing image. Each of the testing

images in the dataset will create the 1xN feature

vector because we have N correlation filters.

(9)

where max(corr), mean(corr), and std(corr) are the

maximum, mean, and the standard deviation of the

correlation plane, respectively.

3. NUMERICAL RESULTS

The experiments run on an INTEL CPU i7 7700

with 32 GB RAM. First of all, we utilize the NCKU

face database to estimate the performance of the

correlation filters. We pick randomly 15 subjects

from the database. There are 74 images in total for

each subject, in which a half were generated by

rotating the pain every 5 degrees from +90° (the

right profile) to -90° (the left profile). Then, the

authors in [10] use the commercial software in im-

age processing for the horizontal flipping process

on these existing 37 images to obtain the remaining

37 images. Fig. 5 is an example in the NCKU face

database, pictures from 0° (frontal) to -90° (left

Fig. 4. The proposed method uses for the testing set.

Fig. 5. The different views of one class in NCKU face database.
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profile), obtained from this process.

We take a training/testing split on the data using

59 images for training and 15 for testing with each

subject. The training data will be 885 images and

225 for testing data with the whole dataset. As

seen in table 1, the MACE filter yields an accuracy

of 84.00%, while MACH and UMACE are 46.67%

and 82.22%, respectively. Fig. 6 shows the detailed

result of the MACE filter. MACH filter gives the

worst result. In contrast, the MACE filter classifies

well for most of the classes, except for two groups.

Each person, 5 and 7 in group 1, has an accuracy

of 46.7%. Three persons in group 2 have the same

accuracy of 66.7%.

For each person in the dataset, for example, per-

son A, we construct one correlation filter from 59

training images. For each testing image, we calcu-

late the correlation output with the correlation

filters. We have a peak on the correlation plane if

the testing image is person A, and vice versa, as

shown in Fig. 7.

So far, we have already compared the accuracy

of four correlation filters: MACE, MACH, UMACE

and OT. We evaluate the combination of the corre-

Table 1. The accuracy of various correlation filters on the NCKU database.

NCKU 15 Person
Accuracy

NCKU 15 Person
Precision

NCKU 15 Person
Recall

NCKU 15 Person
F1

MACE 84% 0.8492 0.8929 0.8705

MACH 46.67% 0.5000 0.5644 0.5302

UMACE 82.22% 0.8222 0.8583 0.8399

OT 87.56% 0.8756 0.9048 0.8899

MACE-SVM 96.44% 0.9644 0.9684 9.9664

MACH-SVM 92.89% 0.9289 0.9350 0.9319

UMACE-SVM 96% 0.9600 0.9670 0.9635

OT-SVM 99.55% 0.9956 0.9958 0.9957

Fig. 6. The confusion matrix of MACE.
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lation filters and SVM in face recognition in the

next step. We use the correlation filters to calculate

the PSR values, which use as input vector of SVM.

Firstly, we compare the proposed method with

the original correlation filter, as seen in table 1. The

proposed method improves the accuracy of 12.44%,

46.22%, 13.78%, and 11.99% when compared to tra-

ditional filters MACE, MACH, UMACE, and OT,

respectively (see table 1). All four filters get accu-

racy over 90% when using SVM to classify ex-

tracted features. Specifically, the OT-SVM got the

highest accuracy of 99.55%. Fig. 8 gives the de-

(a) (b)

Fig. 7. The correlation peak shows how well the training and test images match: (a) No match and (b) Match.

Fig. 8. The confusion matrix of MACE-SVM. 



535Face Recognition using Correlation Filters and Support Vector Machine in Machine Learning Approach

tailed result of the MACE-SVM in face recognition.

The SVM-MACE has five classes under 100%

accuracy. The SVM-MACH got the lowest accu-

racy at 92.89% but significantly improve with the

original MACH (+46.22%).

Secondly, we use both NCKU and Pointing’04

face database to compare the proposed method

with other machine learning methods. For a fair

observation, we split the face database the same

way that the authors mention in [8-9]. Specifically,

10% of Pointing’04 images are testing. With NCKU,

we use a subset containing the first 37 images of

all subjects (see [8]), and one-third of them are

testing set. We chose γ = 1 and α = β = 0.5 to create

the optimal trade-off filter. The OT filter will ex-

tract the features from images, and SVM classifies

these features. OT-SVM increases the accuracy

by 11.03% on Pointing’04 and 5.87% on NCKU

when compare to other machine learning methods

(see table 2).

Table 2 shows the result of several deep learning

approaches on the Pointing’04 dataset. The deep

learning approach in Reference [18] evaluates the

Pointing’04 dataset with three different deep learn-

ing architectures: AlexNet, VGGNet, and ResNet-

50. Reference [19] applies a specific convolutional

neural network structure: ConvNets, using two

loss functions: alpha divergence (alpha) and Kull-

backLeibler (KL). Two different CNN models are

evaluated on the Pointing’04 dataset (see Reference

[20]). OT-SVM is more accurate than other deep

learning methods, except ConvNet (KL) method.

The ConvNet (KL) method requires a good GPU

(an NVIDIA K40 GPU with 12GB memory), while

a based-machine learning method such as OT-

SVM runs well without the GPU.

5. CONCLUSION

Face recognition system is a computational

technology that uses different algorithms that rec-

ognize and then validate the recorded faces with

facial images stored in the database. Face recog-

nition is an essential topic in computer vision, and

many researchers have researched this subject in

various ways concerning many applications such

as surveillance systems. This paper presents an

application of machine learning and correlation fil-

ters on face recognition. The OT filter obtains the

features from images, and SVM classifies them.

Experimental results show that the OT-SVM

method gives a higher accuracy compared to the

traditional filters and other machine learning and

deep learning methods. OT-SVM doesn’t require

the GPU, and it could run well on limited hardware

resources like embedded systems. For future work,

we will integrate the proposed method with the

embedded hardware and develop the full face rec-

Table 2. The accuracy of various methods on the Pointing’04 and NCKU database (N/A: Not Available).

Method Pointing’04 Accuracy NCKU Accuracy

Machine
Learning

Weight-RF [8] 78.23% 80.42%

WSRF (LBP) [9] 85.78% 85.89%

WSRF (intensity) [9] 84.86% 85.56%

Deep Learning

AlexNet [17]
VGGNet [17]
ResNet-50 [17]

76.71%
69.29%
89.00%

N/A

ConvNet (alpha) [18]
ConvNet (KL) [18]

72.62%
90.00%

N/A

Model1 [19]
Model2 [19]

74.02%
77.87%

N/A

Machine learning OT-SVM 89.26% 86.29%



536 JOURNAL OF KOREA MULTIMEDIA SOCIETY, VOL. 24, NO. 4, APRIL 2021

ognition system.
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