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#### Abstract

This paper is studied the existence of a solution for the impulsive Cauchy problem involving the Caputo fractional derivative in Banach space by using topological structures. We based on using topological degree method and fixed point theorem with some suitable conditions. Further, some topological properties for the set of solutions are considered. Finally, an example is presented to demonstrate our results.


## 1. Introduction

Fractional differential equations have proved to be effective modeling of many physical phenomena and various fields for more details, see Kilbas et al. [1], Miller and Ross [2], Podlubny [3], Deimling [4]. Topological degree method is one of the important tools that procedure needs weakly compact conditions instead of strongly compact conditions. In fact, topological methods become very closely to study the existence of solutions of fractional differential equations in the last decades, see Feckan [5], and Mawhin [6]. The fractional differential equations in Banach space have recently been receiving more attention by many researchers such as Agarwal et al. [7], Balachandran and Park [8], and Zhang [9]. In 2009, Benchohra and Seba [10], considered the existence of solutions for impulsive fractional differential equations in a Banach space by Monch's fixed point theorem and the technique of measures of non compactness. In 2010, Ahmad and Sivasundaram [11], studied the existence of solutions for impulsive integral boundary value problems with fractional order by applying the contraction mapping principle and Krasnoselskii's fixed point theorem. In 2012, Wang et.al [12, 13], studied existence, uniqueness and data dependence for the solutions for impulsive Cauchy problems with fractional order by degree method for condensing maps by a singular Gronwall inequality. In 2012, Feckan et. al [14], corrected a formula of solutions for impulsive fractional differential

[^0]equations which cited in the previous paper and they established some sufficient conditions for existence of the solutions by using fixed point methods. Motivated from some cited results, our aim in this paper is to confirm some new results on the following impulsive Cauchy problem (ICP) for fractional differential equations involving the Caputo fractional derivative by topological degree method and fixed point theorem.
\[

\left\{$$
\begin{array}{ccc}
{ }^{c} \mathcal{D}^{q} x(t) & =\xi(t, x(t)) & t \in \mathcal{J} /\left\{t_{1}, t_{2}, \ldots, t_{m}\right\}, \mathcal{J}:=[0, T]  \tag{1.1}\\
x(0)=x_{0}, & & \\
\Delta x\left(t_{k}\right) & =I_{k}\left(x\left(t_{k}\right)\right) & k=1,2, \ldots, m
\end{array}
$$\right.
\]

where ${ }^{c} \mathcal{D}^{q}$ is the Caputo fractional derivative of order $q \in(0,1), x_{0}$ is an element of $\mathcal{X}$, $\xi: \mathcal{J} \times \mathcal{X} \rightarrow \mathcal{X}$ is a given jointly continuous linear map, and $\mathcal{P C}(\mathcal{J}, \mathcal{X})$ is a Banach space with the norm $\|x\|_{P C}=\sup \{\|x(t)\|: t \in \mathcal{J}\}, I_{k}: \mathcal{X} \rightarrow \mathcal{X}$ is a continuous map and $t_{k}$ satisfies, $0=t_{0}<t_{1}<t_{2}<\ldots<t_{m}<t_{m+1}=T$.

## 2. Preliminaries

In this section, we introduce some necessary definitions and theorems which are needed throughout this paper.

We define a Banach space $\mathcal{P C}(\mathcal{J}, \mathcal{X})=\left\{x: \mathcal{J} \rightarrow \mathcal{X}: x \in \mathcal{C}\left(\left(t_{k}, t_{k-1}\right], \mathcal{X}\right)\right\}$, for $k=$ $0, \ldots, m$ and there exist $x\left(t_{k}^{+}\right)$and $x\left(t_{k}^{-}\right)$such that $x\left(t_{k}^{-}\right)=x\left(t_{k}\right), x\left(t_{k}^{+}\right)=\lim _{\epsilon \rightarrow 0^{+}} x\left(t_{k}+\epsilon\right)$ and $x\left(t_{k}^{-}\right)=\lim _{\epsilon \rightarrow 0^{-}} x\left(t_{k}+\epsilon\right)$ represent the right and left limits of $x(t)$ at $t=t_{k}$.
Definition 2.1. ([2]) For a given function $\xi$ on the closed interval $[a, b]$, the $q$ th fractional order integral of $\xi$ is defined by;

$$
\mathcal{I}_{a+}^{q} \xi(t)=\frac{1}{\Gamma(q)} \int_{a}^{t}(t-s)^{q-1} \xi(s) d s
$$

wherever $\Gamma$ is the gamma function.
Definition 2.2. ([2]) For a given function $\xi$ on the closed interval $[a, b]$, the qth RiemannLiouville fractional-order derivative of $\xi$, is defined by;

$$
\left(\mathcal{D}_{a+}^{q} \xi\right)(t)=\frac{1}{\Gamma(n-q)}\left(\frac{d}{d t}\right)^{n} \int_{a}^{t}(t-s)^{n-q-1} \xi(s) d s
$$

Here $n=[q]+1$ and $[q]$ denotes the integer part of $q$.
Definition 2.3. ([2]) For a given function $\xi$ on the closed interval $[a, b]$, the Caputo fractional order derivative of $\xi$, is defined by;

$$
\left({ }^{c} \mathcal{D}_{a+}^{q} \xi\right)(t)=\frac{1}{\Gamma(n-q)} \int_{a}^{t}(t-s)^{n-q-1} \xi^{(n)}(s) d s
$$

where $n=[q]+1$.
Theorem 2.1. (Banach contraction mapping principle)([15])
Let $\mathcal{X}$ be a Banach space, and $\psi: \mathcal{X} \rightarrow \mathcal{X}$ is a contraction mapping with contraction constant $\mathcal{K}$, then $\psi$ has a unique fixed point.

Theorem 2.2. (Schaefer's fixed point theorem)([15])
Let $\mathcal{K}$ be a nonempty convex, closed and bounded subset of a Banach space $\mathcal{X}$. If $\psi: \mathcal{K} \rightarrow \mathcal{K}$ is a complete continuous operator such that $\psi(\mathcal{K}) \subset \mathcal{X}$, then $\psi$ has at least one fixed point in $\mathcal{K}$.

Lemma 2.1. ([14]) Let $q \in(0,1)$ and $\xi: \mathcal{X} \times \mathcal{J} \rightarrow \mathcal{X}$ be continuous. A function $x \in \mathcal{C}(\mathcal{J}, \mathcal{X})$ is said to be a solution of the fractional integral equation

$$
x(t)=x_{0}-\frac{1}{\Gamma(q)} \int_{0}^{a}(a-s)^{q-1} \xi(s, x(s)) d s+\frac{1}{\Gamma(q)} \int_{0}^{t}(t-s)^{q-1} \xi(s, x(s)) d s
$$

if and only if $x$ is a solution of the following fractional Cauchy problems

$$
\left\{\begin{array}{ccc}
{ }^{c} \mathcal{D}^{q} x(t)=\xi(t, x(t)), & t \in \mathcal{J}, \\
x(a) & =x_{0}, & a>0
\end{array}\right.
$$

## 3. Main Results

First of all, let us define the mean of a solution of the $\operatorname{ICP}(1.1)$.
Definition 3.1. If a function $x \in \mathcal{P C}(\mathcal{J}, \mathcal{X})$ satisfies the equation ${ }^{c} \mathcal{D}^{q} x(t)=\xi(t, x(t))$ almost everywhere on $\mathcal{J}$, and the condition $\Delta x\left(t_{k}\right)=I_{k}\left(x\left(t_{k}\right)\right), k=1,2, \ldots, m$ and $x(0)=x_{0}$ then, $x$ is said to be a solution of the fractional ICP(1.1).

In order to treat the problem of existence for a solution of $\operatorname{ICP}(1.1)$, we need the following assumptions:

H1: $\xi: \mathcal{J} \times \mathcal{X} \rightarrow \mathcal{X}$ is jointly continuous.
H2: For arbitrary $x, y \in \mathcal{X}$, there exists a constant $\delta_{\xi}>0$, such that

$$
\|\xi(t, x)-\xi(t, y)\| \leq \delta_{\xi}\|x-y\|
$$

H3: For arbitrary $(t, x) \in \mathcal{J} \times \mathcal{X}$, there exist $\delta_{1}, \delta_{2}>0, q_{1} \in[0,1)$ such that

$$
\|\xi(t, x)\| \leq \delta_{1}\|x\|^{q_{1}}+\delta_{2}
$$

H4: $I_{k}: \mathcal{X} \rightarrow \mathcal{X}$ is continuous and there is a constant $\gamma_{I} \in\left[0, \frac{1}{m}\right)$ such that

$$
\left\|I_{k}(x)-I_{k}(y)\right\| \leq \gamma_{I}\|x-y\|, \quad \text { for all } x, y \in \mathcal{X}, k=1,2, \ldots, m
$$

H5: For arbitrary $x \in \mathcal{X}$, there exist $\gamma_{1}, \gamma_{2}>0, q_{2} \in[0,1)$ such that

$$
\left\|I_{k}(x)\right\| \leq \gamma_{1}\|x\|^{q_{2}}+\gamma_{2}, \quad k=1,2, \ldots, m
$$

Lemma 3.1. The fractional integral

$$
\begin{align*}
x(t) & =x_{0}+\frac{1}{\Gamma(q)} \sum_{0<t_{k}<t} \int_{t_{k-1}}^{t_{k}}\left(t_{k}-s\right)^{q-1} \xi(s, x(s)) d s \\
& +\frac{1}{\Gamma(q)} \int_{t_{k}}^{t}(t-s)^{q-1} \xi(s, x(s)) d s+\sum_{0<t_{k}<t} I_{k}\left(x\left(t_{k}\right)\right) \tag{3.1}
\end{align*}
$$

has a solution $x \in \mathcal{P C}(\mathcal{J}, \mathcal{X})$, for $t \in\left(t_{k}, t_{k+1}\right), k=1,2, \ldots, m$ if and only if $x$ is $a$ solution of the fractional ICP(1.1).

Proof. First, assume $x \in \mathcal{P C}(\mathcal{J}, \mathcal{X})$ satisfies ICP(1.1), we have to show that the fractional integral Eq. (3.1) has at least one solution $x \in \mathcal{P C}(\mathcal{J}, \mathcal{X})$. Consider the operator $\mathcal{F}: \mathcal{P C}(\mathcal{J}, \mathcal{X}) \rightarrow$ $\mathcal{P C}(\mathcal{J}, \mathcal{X})$ defined by;

$$
\begin{array}{r}
\quad(\mathcal{F} x)(t)=x(t)=x_{0}+\frac{1}{\Gamma(q)} \sum_{0<t_{k}<t} \int_{t_{k-1}}^{t_{k}}\left(t_{k}-s\right)^{q-1} \xi(s, x(s)) d s \\
+\frac{1}{\Gamma(q)} \int_{t_{k}}^{t}(t-s)^{q-1} \xi(s, x(s)) d s+\sum_{0<t_{k}<t} I_{k}\left(x\left(t_{k}\right)\right), \quad k=1,2, \ldots, m
\end{array}
$$

It obvious that $\mathcal{F}$ is well defined due to [H1] and [H4]. Let $\left\{x_{n}\right\}$ be a sequence such that $x_{n} \rightarrow x$ in $\mathcal{P C}(\mathcal{J}, \mathcal{X})$. Then, for each $t \in \mathcal{J}$ we consider

$$
\begin{gathered}
\left\|\left(\mathcal{F} x_{n}\right)(t)-\left(\mathcal{F} x_{m}\right)(t)\right\| \leq \frac{1}{\Gamma(q)} \sum_{0<t_{k}<t} \int_{t_{k-1}}^{t_{k}}\left(t_{k}-s\right)^{q-1}\left\|\xi\left(s, x_{n}(s)\right)-\xi\left(s, x_{m}(s)\right)\right\| d s \\
+\frac{1}{\Gamma(q)} \int_{t_{k}}^{t}(t-s)^{q-1}\left\|\xi\left(s, x_{n}(s)\right)-\xi\left(s, x_{m}(s)\right)\right\| d s+\sum_{0<t_{k}<t}\left\|I_{k}\left(x_{n}\left(t_{k}\right)\right)-I_{k}\left(x_{m}\left(t_{k}\right)\right)\right\| \\
\leq \frac{1}{\Gamma(q)} \sum_{0<t_{k}<t} \int_{t_{k-1}}^{t_{k}}\left(t_{k}-s\right)^{q-1}\left\|\xi\left(s, x_{n}(s)\right)-\xi(s, x(s))+\xi(s, x(s))-\xi\left(s, x_{m}(s)\right)\right\| d s \\
+\frac{1}{\Gamma(q)} \int_{t_{k}}^{t}(t-s)^{q-1}\left\|\xi\left(s, x_{n}(s)\right)-\xi(s, x(s))+\xi(s, x(s))-\xi\left(s, x_{m}(s)\right)\right\| d s \\
\quad+\sum_{0<t_{k}<t}\left\|I_{k}\left(x_{n}\left(t_{k}\right)\right)-I_{k}\left(x\left(t_{k}\right)\right)+I_{k}\left(x\left(t_{k}\right)\right)-I_{k}\left(x_{m}\left(t_{k}\right)\right)\right\| \\
\quad \leq \frac{1}{\Gamma(q)} \sum_{0<t_{k}<t} \int_{t_{k-1}}^{t_{k}}\left(t_{k}-s\right)^{q-1}\left\|\xi\left(s, x_{n}(s)\right)-\xi(s, x(s))\right\| d s \\
+\frac{1}{\Gamma(q)} \sum_{0<t_{k}<t} \int_{t_{k-1}}^{t_{k}}\left(t_{k}-s\right)^{q-1}\left\|\xi\left(s, x_{m}(s)\right)-\xi(s, x(s))\right\| d s \\
\quad+\frac{1}{\Gamma(q)} \int_{t_{k}}^{t}(t-s)^{q-1}\left\|\xi\left(s, x_{n}(s)\right)-\xi(s, x(s))\right\| d s \\
\quad+\frac{1}{\Gamma(q)} \int_{t_{k}}^{t}(t-s)^{q-1}\left\|\xi\left(s, x_{m}(s)\right)-\xi(s, x(s))\right\| d s \\
+\sum_{0<t_{k}<t}^{\left\|I_{k}\left(x_{n}\left(t_{k}\right)\right)-I_{k}\left(x\left(t_{k}\right)\right)\right\|+\sum_{0<t_{k}<t}\left\|I_{k}\left(x_{m}\left(t_{k}\right)\right)-I_{k}\left(x\left(t_{k}\right)\right)\right\|}
\end{gathered}
$$

Since $I_{k}$ is continuous and $\xi$ is also jointly continuous, then we have
$\left\|\xi\left(s, x_{n}(s)\right)-\xi(s, x(s))\right\| \rightarrow 0$ as $n \rightarrow \infty$, also, $\sum_{0<t_{k}<t}\left\|I_{k}\left(x_{n}\left(t_{k}\right)\right)-I_{k}\left(x\left(t_{k}\right)\right)\right\| \rightarrow$ 0 as $n \rightarrow \infty$, therefore $\left\|\left(\mathcal{F} x_{n}\right)(t)-\left(\mathcal{F} x_{m}\right)(t)\right\| \rightarrow 0$ as $n, m \rightarrow \infty$. Consequently, by assumptions [H2] and [H4], it is not difficult to obtain that $\left\|\left(\mathcal{F} x_{n}\right)(t)-(\mathcal{F} x)(t)\right\| \rightarrow 0$ as $n \rightarrow$ $\infty$, as follows;

$$
\begin{aligned}
& \left\|\left(\mathcal{F} x_{n}\right)(t)-(\mathcal{F} x)(t)\right\| \leq \frac{1}{\Gamma(q)} \sum_{0<t_{k}<t} \int_{t_{k-1}}^{t_{k}}\left(t_{k}-s\right)^{q-1}\left\|\xi\left(s, x_{n}(s)\right)-\xi(s, x(s))\right\| d s \\
& +\frac{1}{\Gamma(q)} \int_{t_{k}}^{t}(t-s)^{q-1}\left\|\xi\left(s, x_{n}(s)\right)-\xi(s, x(s))\right\| d s+\sum_{0<t_{k}<t}\left\|I_{k}\left(x_{n}\left(t_{k}\right)\right)-I_{k}\left(x\left(t_{k}\right)\right)\right\| \\
& \quad \leq \frac{1}{\Gamma(q)} \sum_{0<t_{k}<t} \int_{t_{k-1}}^{t_{k}}\left(t_{k}-s\right)^{q-1} \delta_{\xi}\left\|x_{n}-x\right\| d s \\
& \quad+\frac{1}{\Gamma(q)} \int_{t_{k}}^{t}(t-s)^{q-1} \delta_{\xi}\left\|x_{n}-x\right\| d s+\sum_{0<t_{k}<t} \gamma_{I}\left\|x_{n}-x\right\| \rightarrow 0 \text { as } n \rightarrow \infty
\end{aligned}
$$

Thus, $\mathcal{F}$ is continuous and completely continuous. Consequently, by Schaefer's fixed point theorem, one can deduce that $\mathcal{F}$ has at least one fixed point on $\mathcal{P C}(\mathcal{J}, \mathcal{X})$ which is a solution of the fractional ICP(1.1).
Conversely, assume that $x$ satisfies the fractional integral Eq. (3.1). If $t \in\left(0, t_{1}\right]$ then $x(0)=x_{0}$ and by using the fact that ${ }^{c} D_{t}^{q}$ is the left inverse of $I_{t}^{q}$ and by Lemma (2.1), one can obtain ${ }^{c} D_{t}^{q} x(t)=\xi(t, x(t))$. If $t \in\left(t_{k}, t_{k+1}\right], k=1, \ldots, m$ also by Lemma (2.1) and using that fact the Caputo derivative of a constant is equal to zero. It can deduced that ${ }^{c} D_{t}^{q} x(t)=\xi(t, x(t))$ for $t \in\left(t_{k}, t_{k+1}\right]$ and $x\left(t_{k}^{+}\right)=x\left(t_{k}^{-}\right)+I_{k}\left(x\left(t_{k}\right)\right)$ which completes the proof.

Lemma 3.2. The operator $\mathcal{F}: \mathcal{P C}(\mathcal{J}, \mathcal{X}) \rightarrow \mathcal{P C}(\mathcal{J}, \mathcal{X})$ is bounded.
Proof. It is sufficient to show that for any $\mu>0$, there exists a constant $\mathcal{K}>0$ such that for each $x \in \beta_{\mu}=\left\{\|x\|_{P C} \leq \mu: x \in \mathcal{P C}(\mathcal{J}, \mathcal{X})\right\}$, then we have $\|\mathcal{F} x\|_{P C} \leq \mathcal{K}$. Now, let $\left\{x_{n}\right\}$ be a sequence on a bounded subset $\mathcal{M} \subset \beta_{\mu}$, for every $x_{n} \in \mathcal{M}$ by assumptions [H3] and [H5], we have

$$
\begin{gathered}
\left\|\left(\mathcal{F} x_{n}\right)(t)\right\|_{p c} \leq\left\|x_{0}\right\|+\frac{1}{\Gamma(q)} \sum_{0<t_{k}<t} \int_{t_{k-1}}^{t_{k}}\left(t_{k}-s\right)^{q-1}\left\|\xi\left(s, x_{n}(s)\right)\right\| d s \\
+\frac{1}{\Gamma(q)} \int_{t_{k}}^{t}(t-s)^{q-1}\left\|\xi\left(s, x_{n}(s)\right)\right\| d s+\sum_{0<t_{k}<t}\left\|I_{k}\left(x_{n}\left(t_{k}\right)\right)\right\|, \quad k=1,2, \ldots, m \\
\leq\left\|x_{0}\right\|+\frac{1}{\Gamma(q)} \sum_{0<t_{k}<t} \int_{t_{k-1}}^{t_{k}}\left(t_{k}-s\right)^{q-1}\left[\delta_{1}\left\|x_{n}\right\|^{q_{1}}+\delta_{2}\right] d s
\end{gathered}
$$

$$
+\frac{1}{\Gamma(q)} \int_{t_{k}}^{t}(t-s)^{q-1}\left[\delta_{1}\left\|x_{n}\right\|^{q_{1}}+\delta_{2}\right] d s+\sum_{0<t_{k}<t}\left[\gamma_{1}\left\|x_{n}\right\|^{q_{2}}+\gamma_{2}\right], \quad k=1,2, \ldots, m
$$

Which implies that

$$
\left\|\left(\mathcal{F} x_{n}\right)(t)\right\|_{P C} \leq\left\|x_{0}\right\|+\frac{(m+1)\left[\delta_{1} \mu^{q_{1}}+\delta_{2}\right] T^{q}}{\Gamma(q+1)}+m\left[\gamma_{1} \mu^{q_{2}}+\gamma_{2}\right]:=\mathcal{K}
$$

Therefore $\left(\mathcal{F} x_{n}\right)$ is uniformly bounded on $\mathcal{M}$, which implies $\mathcal{F}(\mathcal{M})$ is bounded in $\beta_{\mu} \subseteq$
$\mathcal{P C}(\mathcal{J}, \mathcal{X})$ $\mathcal{P C}(\mathcal{J}, \mathcal{X})$.
Lemma 3.3. The operator $\mathcal{F}: \mathcal{P C}(\mathcal{J}, \mathcal{X}) \rightarrow \mathcal{P C}(\mathcal{J}, \mathcal{X})$ is equicontinuous.
Proof. Let $\left\{x_{n}\right\}$ be a sequence on a bounded subset $\mathcal{M} \subset \beta_{\mu}$ as we defined in Lemma (3.2). For $t_{1}, t_{2} \in \mathcal{J}$, and $t_{1}<t_{2}$, we consider

$$
\begin{aligned}
& \left\|\left(\mathcal{F} x_{n}\right)\left(t_{2}\right)-\left(\mathcal{F} x_{n}\right)\left(t_{1}\right)\right\|=\| \frac{1}{\Gamma(q)} \sum_{0<t_{k}<t_{2}} \int_{t_{k-1}}^{t_{k}}\left(t_{k}-s\right)^{q-1} \xi\left(s, x_{n}(s)\right) d s \\
& -\frac{1}{\Gamma(q)} \sum_{0<t_{k}<t_{1}} \int_{t_{k-1}}^{t_{k}}\left(t_{k}-s\right)^{q-1} \xi\left(s, x_{n}(s)\right) d s+\frac{1}{\Gamma(q)} \int_{t_{k}}^{t_{2}}\left(t_{2}-s\right)^{q-1} \xi\left(s, x_{n}(s)\right) d s \\
& -\frac{1}{\Gamma(q)} \int_{t_{k}}^{t_{1}}\left(t_{1}-s\right)^{q-1} \xi\left(s, x_{n}(s)\right) d s+\sum_{0<t_{k}<t_{2}-t_{1}} I_{k}\left(x_{n}\left(t_{k}\right)\right) \|, \quad k=1,2, \ldots, m \\
& \left\|\left(\mathcal{F} x_{n}\right)\left(t_{2}\right)-\left(\mathcal{F} x_{n}\right)\left(t_{1}\right)\right\|=\| \frac{1}{\Gamma(q)} \int_{0}^{t_{1}}\left(t_{2}-s\right)^{q-1} \xi\left(s, x_{n}(s)\right) d s \\
& +\frac{1}{\Gamma(q)} \int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{q-1} \xi\left(s, x_{n}(s)\right) d s+\frac{1}{\Gamma(q)} \int_{t_{2}}^{t_{k}}\left(t_{2}-s\right)^{q-1} \xi\left(s, x_{n}(s)\right) d s \\
& -\frac{1}{\Gamma(q)} \int_{0}^{t_{1}}\left(t_{1}-s\right)^{q-1} \xi\left(s, x_{n}(s)\right) d s-\frac{1}{\Gamma(q)} \int_{t_{1}}^{t_{k}}\left(t_{1}-s\right)^{q-1} \xi\left(s, x_{n}(s)\right) d s \\
& +\frac{1}{\Gamma(q)} \int_{t_{k}}^{t_{2}}\left(t_{2}-s\right)^{q-1} \xi\left(s, x_{n}(s)\right) d s-\frac{1}{\Gamma(q)} \int_{t_{k}}^{t_{1}}\left(t_{1}-s\right)^{q-1} \xi\left(s, x_{n}(s)\right) d s \\
& +\sum_{0<t_{k}<t_{2}-t_{1}} I_{k}\left(x_{n}\left(t_{k}\right)\right) \| \\
& \leq \frac{1}{\Gamma(q)} \int_{0}^{t_{1}}\left[\left(t_{2}-s\right)^{q-1}-\left(t_{1}-s\right)^{q-1}\right]\left\|\xi\left(s, x_{n}(s)\right)\right\| d s \\
& +\frac{1}{\Gamma(q)} \int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{q-1}\left\|\xi\left(s, x_{n}(s)\right)\right\| d s+\sum_{0<t_{k}<t_{2}-t_{1}}\left\|I_{k}\left(x_{n}\left(t_{k}\right)\right)\right\|
\end{aligned}
$$

As $t_{2} \rightarrow t_{1}$, then it is easy to deduce that the right hand side of the above inequality tends to zero. Therefore, $\left(\mathcal{F} x_{n}\right)$ is equicontinuous.

Lemma 3.4. The operator $\mathcal{F}: \mathcal{P C}(\mathcal{J}, \mathcal{X}) \rightarrow \mathcal{P C}(\mathcal{J}, \mathcal{X})$ is compact.
Proof. Consider a closed subset $\mathcal{H} \subseteq \mathcal{P C}(\mathcal{J}, \mathcal{X})$. Since $\mathcal{F}: \mathcal{P C}(\mathcal{J}, \mathcal{X}) \rightarrow \mathcal{P C}(\mathcal{J}, \mathcal{X})$ is bounded and equicontinuous then by the Arzela Ascoli theorem, we get $\mathcal{F}: \mathcal{P C}(\mathcal{J}, \mathcal{X}) \rightarrow$ $\mathcal{P C}(\mathcal{J}, \mathcal{X})$ is completely continuous which implies $\mathcal{F}(\mathcal{H})$ is a relatively compact subset of $\mathcal{P C}(\mathcal{J}, \mathcal{X})$. Therefore $\mathcal{F}: \mathcal{P C}(\mathcal{J}, \mathcal{X}) \rightarrow \mathcal{P C}(\mathcal{J}, \mathcal{X})$ is compact.

Theorem 3.1. Assume that $[H 1]-[H 5]$ hold, then the fractional ICP(1.1) has at least one solution.

Proof. It is clear that the fixed points of the operator $\mathcal{F}$ are solutions of the $\operatorname{ICP}(1.1)$. Obviously the operator $\mathcal{F}: \mathcal{P C}(\mathcal{J}, \mathcal{X}) \rightarrow \mathcal{P C}(\mathcal{J}, \mathcal{X})$ is continuous and completely continuous, then we shall prove that $\mathcal{S}(\mathcal{F})=\{x \in \mathcal{P C}(\mathcal{J}, \mathcal{X}): x=\kappa \mathcal{F} x$, for some $\kappa \in[0,1]\}$ is bounded. Let $x \in \mathcal{S}(\mathcal{F})$, then $x=\kappa \mathcal{F} x$ for some $\kappa \in[0,1]$.

$$
\begin{gathered}
\|x(t)\|_{P c} \leq \kappa\|(\mathcal{F} x)(t)\| \leq\left\|x_{0}\right\|+\frac{1}{\Gamma(q)} \sum_{0<t_{k}<t} \int_{t_{k-1}}^{t_{k}}\left(t_{k}-s\right)^{q-1}\|\xi(s, x(s))\| d s \\
+\frac{1}{\Gamma(q)} \int_{t_{k}}^{t}(t-s)^{q-1}\|\xi(s, x(s))\| d s+\sum_{0<t_{k}<t}\left\|I_{k}\left(x\left(t_{k}\right)\right)\right\|, \quad k=1,2, \ldots, m \\
\leq\left\|x_{0}\right\|+\frac{(m+1)\left[\delta_{1} \mu^{q_{1}}+\delta_{2}\right] T^{q}}{\Gamma(q+1)}+m\left[\gamma_{1} \mu^{q_{2}}+\gamma_{2}\right] .
\end{gathered}
$$

The above inequality at the same time with $q_{1}, q_{2} \in[0,1)$ and by result of Lemma (3.2) show that $\mathcal{S}$ is bounded in $\mathcal{P C}(\mathcal{J}, \mathcal{X})$. As a consequence of Schaefer's fixed point theorem, we can deduce that $\mathcal{F}$ has a fixed point which is a solution of the fractional ICP(1.1).

Theorem 3.2. Assume that $[H 1]-[H 5]$ hold, then the set of solutions for the fractional ICP(1.1) is convex.

Proof. By Theorem (3.1), it is obvious that the fractional $\operatorname{ICP}(1.1)$ has a solution in $\mathcal{P C}(\mathcal{J}, \mathcal{X})$. Set $\kappa=1$, then the set solutions will be defined as $\mathcal{S}(\mathcal{F})=\{x \in \mathcal{P C}(\mathcal{J}, \mathcal{X}): x=\mathcal{F} x$,$\} . For$ each $x_{1}, x_{2} \in \mathcal{S}(\mathcal{F}), \lambda \in[0,1]$ and $t \in \mathcal{J}$, then by definition of $\mathcal{F}$, we have

$$
\begin{gathered}
\lambda x_{1}(t)+(1-\lambda) x_{2}(t)=\lambda\left(\mathcal{F} x_{1}\right)(t)+(1-\lambda)\left(\mathcal{F} x_{2}\right)(t) \\
=\lambda\left[x_{0}+\frac{1}{\Gamma(q)} \sum_{0<t_{k}<t} \int_{t_{k-1}}^{t_{k}}\left(t_{k}-s\right)^{q-1} \xi\left(s, x_{1}(s)\right) d s+\frac{1}{\Gamma(q)} \int_{t_{k}}^{t}(t-s)^{q-1} \xi\left(s, x_{1}(s)\right) d s\right. \\
\left.+\sum_{0<t_{k}<t} I_{k}\left(x_{1}\left(t_{k}\right)\right)\right]+(1-\lambda)\left[x_{0}+\frac{1}{\Gamma(q)} \sum_{0<t_{k}<t} \int_{t_{k-1}}^{t_{k}}\left(t_{k}-s\right)^{q-1} \xi\left(s, x_{2}(s)\right) d s\right. \\
\left.+\frac{1}{\Gamma(q)} \int_{t_{k}}^{t}(t-s)^{q-1} \xi\left(s, x_{2}(s)\right) d s+\sum_{0<t_{k}<t} I_{k}\left(x_{2}\left(t_{k}\right)\right)\right]
\end{gathered}
$$

$$
\begin{gathered}
=x_{0}+\frac{1}{\Gamma(q)} \sum_{0<t_{k}<t} \int_{t_{k-1}}^{t_{k}}\left(t_{k}-s\right)^{q-1}\left[\lambda \xi\left(s, x_{1}(s)\right)+(1-\lambda) \xi\left(s, x_{2}(s)\right)\right] d s \\
+\frac{1}{\Gamma(q)} \int_{t_{k}}^{t}(t-s)^{q-1}\left[\lambda \xi\left(s, x_{1}(s)\right)+(1-\lambda) \xi\left(s, x_{2}(s)\right)\right] d s \\
+\sum_{0<t_{k}<t}\left[\lambda I_{k}\left(x_{1}\left(t_{k}\right)\right)+(1-\lambda) I_{k}\left(x_{2}\left(t_{k}\right)\right)\right] \\
=x_{0}+\frac{1}{\Gamma(q)} \sum_{0<t_{k}<t} \int_{t_{k-1}}^{t_{k}}\left(t_{k}-s\right)^{q-1} \xi\left(s,\left[\lambda x_{1}+(1-\lambda) x_{2}\right](s)\right) d s \\
+\frac{1}{\Gamma(q)} \int_{t_{k}}^{t}(t-s)^{q-1} \xi\left(s,\left[\lambda x_{1}+(1-\lambda) x_{2}\right](s)\right) d s+\sum_{0<t_{k}<t} I_{k}\left(\left[\lambda x_{1}+(1-\lambda) x_{2}\right]\left(t_{k}\right)\right)
\end{gathered}
$$

Thus,

$$
\left[\lambda x_{1}+(1-\lambda) x_{2}\right](t)=\left(\mathcal{F}\left[\lambda x_{1}+(1-\lambda) x_{2}\right]\right)(t)
$$

Therefore, $\lambda x_{1}+(1-\lambda) x_{2} \in \mathcal{S}(\mathcal{F})$ which implies $\mathcal{S}(\mathcal{F})$ is convex. Hence, the set solutions of $\operatorname{ICP}(1.1)$ is convex.

Theorem 3.3. Assume that $[H 1]-[H 5]$ hold, then the fractional ICP(1.1) has a unique solution on $\mathcal{P C}(\mathcal{J}, \mathcal{X})$.

Proof. It can be easily shown that $\mathcal{F}$ is a contraction mapping on $\mathcal{P C}(\mathcal{J}, \mathcal{X})$ by [H2] and [H4] as follows, for arbitrary $x, y \in \mathcal{P C}(\mathcal{J}, \mathcal{X})$, we have

$$
\begin{aligned}
&\|(\mathcal{F} x)(t)-(\mathcal{F} y)(t)\| \leq \frac{1}{\Gamma(q)} \sum_{0<t_{k}<t} \int_{t_{k-1}}^{t_{k}}\left(t_{k}-s\right)^{q-1}\|\xi(s, x(s))-\xi(s, y(s))\| d s \\
&+\frac{1}{\Gamma(q)} \int_{t_{k}}^{t}(t-s)^{q-1}\|\xi(s, x(s))-\xi(s, y(s))\| d s+\sum_{0<t_{k}<t}\left\|I_{k}\left(x\left(t_{k}\right)\right)-I_{k}\left(y\left(t_{k}\right)\right)\right\| \\
& \leq \frac{1}{\Gamma(q)} \sum_{0<t_{k}<t} \int_{t_{k-1}}^{t_{k}}\left(t_{k}-s\right)^{q-1} \delta_{\xi}\|x-y\| d s+\frac{1}{\Gamma(q)} \int_{t_{k}}^{t}(t-s)^{q-1} \delta_{\xi}\|x-y\| d s \\
&+\sum_{0<t_{k}<t} \gamma_{I}\|x-y\|, \quad k=1,2, \ldots, m \\
& \|(\mathcal{F} x)(t)-(\mathcal{F} y)(t)\left\|\leq\left[\frac{(m+1) \delta_{\xi} T^{q}}{\Gamma(q+1)}+m \gamma_{I}\right]\right\| x-y \|
\end{aligned}
$$

Thus, $\mathcal{F}$ is a contraction mapping on $\mathcal{P C}(\mathcal{J}, \mathcal{X})$ with a contraction constant $\left[\frac{(m+1) \delta_{\xi} T^{q}}{\Gamma(q+1)}+m \gamma_{I}\right]$ . By applying the Banach's contraction mapping principle we deduce that the operator $\mathcal{F}$ has a unique fixed point on $\mathcal{P C}(\mathcal{J}, \mathcal{X})$. Therefore, the $\operatorname{ICP}(1.1)$ has a unique solution which completes the proof.

Example 3.1. Consider the following fractional ICP

$$
\left\{\begin{array}{c}
{ }^{c} \mathcal{D}^{\frac{2}{3}} x(t)=\frac{|x(t)|}{\left(1+e^{t}\right)(1+|x(t)|)} \quad, t \in[0,1] \backslash\left\{\frac{1}{2}\right\}  \tag{3.2}\\
x(0)=0 \\
\Delta x\left(\frac{1}{2}\right)=\frac{1}{9}\left|x\left(\frac{1}{2}\right)\right|
\end{array}\right.
$$

Set $q=\frac{2}{3}$, for $(t, x) \in[0,1] \times[0,+\infty)$, we can define $\xi(t, x)=\frac{x}{\left(1+e^{t}\right)(1+x)}$. Also, for $t \in[0,1]$ we have $x(t)=\frac{1}{1+e^{t}}$, and $I_{k}\left(x\left(t_{k}\right)\right)=\frac{1}{9} x\left(\frac{1}{2}\right), K=1$. By Theorem (3.1), we have

$$
\begin{aligned}
|\xi(t, x)-\xi(t, y)| & =\frac{1}{\left(1+e^{t}\right)}\left|\frac{x}{1+x}-\frac{y}{1+y}\right|, \quad t \in[0,1] \\
& \leq \frac{1}{2}\left|\frac{x-y}{(1+x)(1+y)}\right| \\
& \leq \frac{1}{2}|x-y| \Rightarrow \delta_{\xi}=\frac{1}{2}
\end{aligned}
$$

And,

$$
\begin{aligned}
&|\xi(t, x)|=\left|\frac{x}{\left(1+e^{t}\right)(1+x)}\right|, \quad t \in[0,1] \\
& \leq \frac{1}{2}\left|\frac{x}{1+x}\right| \leq \frac{1}{2}|x| \Rightarrow \delta_{1}=\frac{1}{2}, q_{1}=1, \delta_{2}=0
\end{aligned}
$$

Next,

$$
\begin{aligned}
& |I(x)-I(y)|=\frac{1}{9}\left|x\left(\frac{1}{2}\right)-y\left(\frac{1}{2}\right)\right| \Rightarrow \gamma_{I}=\frac{1}{9} \\
& |I(x)|=\frac{1}{9}\left|x\left(\frac{1}{2}\right)\right| \Rightarrow \gamma_{1}=\frac{1}{9}, q_{2}=1, \gamma_{2}=0
\end{aligned}
$$

Obviously, it is not difficult to see that all assumptions in Theorem (3.1) are satisfied. Therefore, our results can be used to solve the problem (3.2).

## Conclusion

We established sufficient conditions for existence of a solution for the ICP(1.1) by using Schaefer's fixed point theorem, Banach contraction mapping principle besides to topological technique of approximate solutions. Moreover, we studied some of topological properties for the set of solutions. Finally, an example was presented to clarify our results.

## Acknowledgments

The authors express their thankfulness to the referees for their priceless strategies and comments for development of this paper.

## REFERENCES

[1] A. A. Kilbas, H. M. Srivastava and J. J. Trujillo, Theory and applications of fractional differential equations, ser. North-Holland Mathematics Studies. Amsterdam: Elsevier, vol. 204, (2006).
[2] K.S. Miller and B. Ross, An Introduction to the Fractional Calculus and Differential Equations, John Wiley, New York, (1993).
[3] I. Podlubny, Fractional Differential Equation, Academic Press, San Diego, (1999).
[4] K. Deimling, Nonlinear Functional Analysis, Springer-Verlag, (1985).
[5] M. Feckan, Topological Degree Approach to Bifurcation Problems, Topological Fixed Point Theory and its Applications, vol. 5, (2008).
[6] J. Mawhin, Topological Degree Methods in Nonlinear Boundary Value Problems, CMBS Regional Conference Series in Mathematics, vol. 40, Amer. Math. Soc. , Providence, R. I. , (1979).
[7] R.P. Agarwal, Y. Zhou and Y. He, Existence of fractional neutral functional differential equations, Comput. Math. Appl, 59(2010), 1095-1100.
[8] K. Balachandran and J.Y. Park, Nonlocal Cauchy problem for abstract fractional semilinear evolution equations, Nonlinear Analysis, 71(2009), 4471-4475.
[9] S. Zhang, The existence of a positive solution for a nonlinear fractional differential equation, J. Math. Anal. Appl. 252(2000), 804-812.
[10] M. Benchohra and D. Seba, Impulsive fractional differential equations in Banach Spaces, Electronic Journal of Qualitative Theory of Differential Equations, (2009).
[11] B. Ahmad and S. Sivasundaram, Existence of solutions for impulsive integral boundary value problems of fractional order, Nonlinear Anal Hybrid Syst, 4(2010), 134-41.
[12] J. Wang, Y. Zhou and W. Wei, Study in fractional differential equations by means of topological degree methods, Numerical functional analysis and optimization, (2012).
[13] J. Wang, Y. Zhou and M. Medve, Qualitative analysis for nonlinear fractional differential equations via topological degree method, Topological methods in Nonlinear Analysis, 40(2)(2012), 245-271.
[14] M. Feckan, Y. Zhou and J. Wang, On the concept and existence of solution for impulsive fractional differential equations, Commun Nonlinear Sci Numer Simulat, 17(2012), 3050-3060.
[15] Y. Zhou, Basic Theory Of Fractional Differential Equations, World Scientific, (2017).


[^0]:    Received by the editors December 30 2020; Revised March 24 2021; Accepted in revised form March 24 2021; Published online March 252021.

    2010 Mathematics Subject Classification. 35R12, 54H25, 58 K 15.
    Key words and phrases. Impulsive differential equations, Topological properties of mappings, Fixed point and coincidence theorems.
    ${ }^{\dagger}$ Corresponding author.

