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1. INTRODUCTION   

Human motion recognition has a wide range of

applications in video surveillance, healthcare, smart

home, smart driving, and human-computer inter-

action [1,2]. At present, the task of action recog-

nition mainly includes two directions, the method

based on RGB video and the method based on skel-

eton data. However, RGB-based action recognition

relies too much on the appearance information of

the environment and objects. Problems such as

background interference and sensitivity to lighting

changes have always limited the development of

RGB-based methods. By contrast, skeleton-based

methods focus more on the action features them-

selves. In other words, the skeleton data contain

the position information of human joints with strong

robustness to scale changes and illumination

changes, which also have invariance to the camera

angle, human rotation and motion speed[3,4]. Deep

learning automatically mines the information fea-

tures in data through network fitting, which has

become a new direction in the field of action recog-

nition. For data sets, action recognition methods

based on deep learning can be divided into recog-

nition methods based on video data and recognition

methods based on skeleton data.

The traditional action classification method for

video data is based on the spatial information in

the video frame and the information representation

in the time domain. Simonyan et al.[1] proposed a

dual-stream recognition method, which trains a

convolutional neural network on video images and

dense optical flow separately, then averages the in-

put probabilities and outputs the final recognition

rate. The dual-stream method can not only learn

the color contour information of the video picture,

but also learn the short-term time sequence in-
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formation of the action, but it cannot handle the

long-term time sequence information network of

the action well.

Video data has good color information and con-

tour information, which can be fully learned

through the network model. Moreover, video data

collection is convenient, and it is relatively easy to

construct large-scale data sets. However, the video

data collected by the camera only has the positional

features of the two-dimensional plane. For video

images, most of the current network models can

only learn human color contour information, and

the information richness is low, which is the reason

for the low recognition accuracy of such methods.

The recognition method based on skeleton data

achieves the purpose of classification by con-

structing a network model that can learn the spatial

position information of the joint point coordinates

and the time sequence change information of the

joint points. However, the three-dimensional coor-

dinates of the human joints are simply input into

the network model as a whole, and the link rela-

tionship between the keys of the human body is

not fully considered. However, the skeleton data

has spatial three-dimensional information, which

can directly reflect the spatial transformation of

human motion. However, the contour information

of the image is lacking. For actions with small dif-

ferences, only bone data is used, which is often dif-

ficult for the network to distinguish.

Therefore, this paper rewards different network

models for the two data respectively, and performs

probabilistic fusion of the output results of the two

models. This method combines the advantages of

the two kinds of data to a certain extent, and effec-

tively realizes the information fusion of the two

kinds of data.

2. RELATED WORK

The operators in traditional CNNs, convolution

and pooling, depend on the translation invariance

of data. However, the graph data, as non-Euclidean

data, do not satisfy translation invariance, and each

node has a different local structure. Compared with

the classic spatio-temporal convolutional neural

network[5], GCN solves the problem of high com-

putational complexity and high dimensionality of

the generated features, which will take up a lot of

memory. Bruna et al.[6] formulated the first graph

convolution neural network in 2013, and they de-

fined graph convolution in spectral space based on

the convolution theorem. This method was later

developed into the spectral method. Defferrard et

al.[7] adopted recursive Chebyshev polynomials as

filters, which is more efficient than the previous

filters. To make graph convolution useful in the

field of semi-supervised learning on graphs, Kipf

and Welling[8] simplified Chebyshev networks.

They proposed first-order graph convolutional

neural networks[8], which contains aggregation

functions that define node correlations. Thus, this

method is seen as a bridge between the spectral

and spatial methods. Chebyshev networks[7] and

first-order graph convolutional neural networks[8]

can be viewed as using Laplace matrices or its va-

rieties as aggregation functions. The core idea of

spatial graph convolution is aggregating node in-

formation using edge information to generate new

node representations. Niepert et al.[9] use a greedy

strategy to sort the nodes in a local neighborhood

and then perform a spatial convolution filtering op-

eration on the sorted nodes.

The convolutional neural network performs

convolution calculations on the image and con-

tinuously condenses the image characteristics. The

output of the last layer of the network contains rich

information. The parameters obtained by training

when inputting this information into the full link

layer objectively reflect that some areas of the final

feature map should be worthy of attention. By

summing the results of all channels and inputting

the attention heat map (Fig. 1), such a module is

called an attention module. In this way, the net-
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work model can spontaneously focus on important

parts, which is conducive to subsequent action

classification.

3. PROPOSED METHOD

3.1 Action recognition based on skeleton data

Construct a spatial undirected graph structure

on a skeleton sequence with N joint points and T

frames  . Among them, the node collection

    ⋯ ⋯ includes all nodes of the

skeleton sequence. As the network input, the fea-

ture vector   on node  is composed of the

three-dimensional coordinate vector of the i-th

joint point in the t-th frame. According to the con-

nectivity of the human body structure, the joints

in a frame are linked by edges, and each joint will

be linked to the same joint point in consecutive

frames. The edge set E consists of two subsets:

the first subset   ∈ represents the

bone links of each frame, where H is the total num-

ber of human joint points; the second subset

     represents the joint points connect-

ed in consecutive frames. As shown in Fig. 2.

Fig. 2. Visual Structure of input data.

For the input data, first use graph convolution

to encode the positional relationship of the joint

points in space. In a single-frame human body joint

point connection structure, a sampling function is

defined on the neighbor set of the joint point  ;

     ≤∈. Among them,

  represents the minimum length of any

path from  to  . Set D=1, that is, only the

Fig. 1. Attention heat map generation.
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first-order neighbor nodes of node  are selected.

A single node  of a single frame of video is ag-

gregated by graph convolution and the feature out-

put  
can be expressed as:

 


  



 
 

  (1)

Among them,  
represents the degree matrix

of the graph structure after sampling with the joint

point  as the central node,  
represents the ad-

jacency matrix of the graph structure after sam-

pling with the joint  as the central node, and 

represents the network parameters. The module for

calculating the spatial structure of the joint points

is called the GCN module.

It is relatively easy to connect the joints in the

time dimension. In this paper, the time dimension

is sampled at exactly the same time interval, so

the joint connection of the time dimension is regu-

lar and can be calculated according to the tradi-

tional convolution method.Such modules are called

TCN modules.

The method proposed in this paper alternately

processes the two different dimensions of space

and time. The network structure diagram is shown

in Fig. 3.

3.2 Action recognition based on video data

The action recognition method based on video

data will be affected by the video background in-

formation in the recognition effect. Therefore, this

article first processes the input video data, man-

ually crops out the areas where people are, and in-

puts the pictures of these areas as data into the

recognition network.

The processed video data is input into ResNet

in time series, the color information and contour

information contained in the video frame are en-

coded through ResNet, and the encoded data with

the attention mechanism is input into conv LSTM.

The network structure is shown in Fig. 4.

3.3 Action recognition method based on dual- 

stream fusion

The dual-stream fusion method based on video

data first extracts the dense optical flow of the vid-

eo data, and uses CNN to process the video data

and the optical flow data at the same time. The

feature information encoded with CNN is input to

the SoftMax classifier, which classifies each set of

Fig. 3. Human Action recognition network based on skel-

eton data.

Fig. 4. Human Action recognition network based on video data.
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data for testing, and enters the SoftMax classifier,

which performs banditry on each set of data for

testing Class, and output the probability that the

set of data belongs to a certain class. The output

probabilities of the two data streams are averaged

to achieve information fusion. The comprehensive

recognition rate after information fusion is often

higher than the recognition rate of a single data

stream.

This paper uses the human action recognition

network under the spatio-temporal graph con-

volution framework and the human action recog-

nition network based on video data, and trains the

network. Use the converged parameters to test,

and save the classification probability of each video

segment in matrix form. After averaging the out-

put probabilities of the two data streams, the final

classification result is output, as shown in Fig. 5.

Fig. 5. Two-Stream fusion method.

4. EXPERIMENT AND ANALYSIS

The Kinetics human action dataset, The data set

has 400 categories, each action has 400-1150 video

clips, and the duration of each video is about 10

seconds. The current version has 306245 videos,

divided into three parts, 250-1000 videos for each

class during training, 50 videos for each class dur-

ing verification, and 100 videos for each class dur-

ing testing.

This data set only provides original video clips

without skeleton data. Therefore, the original frame

needs to be converted into a joint position se-

quence, and OpenPose is mainly used to capture

the joint position. In order to obtain the joint posi-

tions, the video resolution was changed to 340 and

the frame rate was converted to 30FPS. In this pa-

per, the recognition performance is evaluated ac-

cording to the classification accuracy of Top-1 and

Top-5, and the data set is divided into a training

set of 240,000 clips and a validation set of 20,000

clips.

The NTU RGB+D dataset is used to test the ef-

fectiveness of the method proposed in this paper.

The data set contains 60 types of actions, a total

of 56880 samples, of which 40 categories are daily

behavior actions, 9 categories are health-related

actions, and 11 categories are two-person inter-

actions. These actions were performed by 40 peo-

ple aged from 10 to 35 years old. This data set is

collected by Microsoft Kinect v2 sensor, and uses

three different angle cameras. The collected data

forms include depth information, 3D bone in-

formation, RGB frames and infrared sequence.

There are two benchmarks for this data set. 1.

Cross-Subject(CS): A training set of 40,320 clips

and a test set of 16,560 clips. Under this division,

some videos only appear in the training set, and

some only appear in the test set. 2. Cross-View

(CV): A verification set of 37,920 clips and a test

set of 18,960 clips. Under this division, the clips

used for training come from cameras 2 and 3, and

the clips for the test set come from camera 1.

Based on the action recognition network of skel-

eton data, the initial learning rate is set to 0.1, and

the learning rate is reduced to 10% every 10

epochs. The network is trained for a total of 80

epochs, and the standard cross-entropy loss func-

tion is used for back propagation.

After the completion of the action recognition

based on video data, the initial learning rate is set

to 0.001. The network is trained for 300 epochs, and

the standard cross-entropy loss function is used

for back propagation. The recognition rate is

shown in Table 1.

On the Kinetics and NTU RGB+D datasets, a

total of four skeleton-based action recognition
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methods are compared. RES-TCN(Residue Tem-

poral Convolutional Networks) improves the inter-

pretability of the model by reconstructing the spa-

tio-temporal convolution with residual connections.

STA-LSTM is a spatiotemporal attention LSTM

network model established on the basis of a re-

current neural network with long and short-term

memory. It can selectively focus on the joint differ-

ences of input frames and give different degrees

of attention to the output of different frames, so

it can extract distinguishable the temporal and

spatial characteristics of sex help action recog-

nition. ST-GCN breaks through the limitations of

previous stock price modeling methods, applying

graph convolution to human skeleton action recog-

nition, and the proposed model has strong general-

ization capabilities. By combining A-LINKS and

S-Link into a generalized skeleton diagram, AS-

GCN further builds a behavior structure diagram

convolutional network model, learns spatial and

temporal characteristics, and can more accurately

capture different action patterns.

According to the analysis of the experimental

results in Table 1, the following conclusions can

be drawn. 1. Compared with the Res-TCN model,

graph convolution is more suitable for skeleton-

based action recognition than traditional convolu-

tional networks. 2. Compared with other network

models based on LSTM (STA-LST, and AS-

GCN), the method proposed in this paper can not

only effectively capture skeleton data but also has

superior recognition performance.

But It can be found through the visualization re-

sults of the attention heat map of multi-person ac-

tions, as shown in Fig. 6. For the two-person ac-

tions in the data set, the attention heat map often

only pays attention to one of them, while not pay-

ing enough attention to the other, which leads to

the poor recognition ability of the recognition

method, which affects the final recognition accuracy.

5. CONCLUSION

This paper proposes a dual-stream fusion meth-

od combining skeleton data and video data for ac-

tion recognition. This method establishes a net-

work model on the skeleton data and video data

of human actions, and merges the output proba-

bilities of the two network classifiers, which effec-

tively realizes the information fusion of skeleton

data and video data, and improves the recognition

rate of human actions. In the next study, in order

to make up for the lack of focus on only one person

in the two-person action in the data set, the next

step will be to propose a better information fusion

method to give full play to the advantages of dif-
Fig. 6. Multi-person action attention heat map visual-

ization.

Table 1. Kinetics and NTU RGB+D data set recognition results.

Methods
Kinetics NTU-RGB+D

Top-1/% Top-5/% CS/% CS/%

Res-TCN[10] 0.2027 0.4045 - -

STA-LSTM[11] - - 0.7338 0.8116

ST-GCN[12] 0.3074 0.5278 0.8154 0.8832

AS-GCN[4] 0.3483 0.5647 0.8672 0.9419

Proposed Method 0.3572 0.5729 0.8782 0.9233
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ferent types of data, achieve information com-

plementation, and further improve the recognition

rate.
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