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Abstract

Herein, we propose a document analysis system that analyzes papers or reports transformed into XML(Extensible Markup

Language) format. It reads the document specified by the user, extracts keywords from the document, and compares the

frequency of keywords to extract the top-three keywords. It maintains the order of the paragraphs containing the keywords and

removes duplicated paragraphs. The frequency of the top-three keywords in the extracted paragraphs is re-verified, and the

paragraphs are partitioned into 10 sections. Subsequently, the importance of the relevant areas is calculated and compared. By

notifying the user of areas with the highest frequency and areas with higher importance than the average frequency, the user can

read only the main content without reading all the contents. In addition, the number of paragraphs extracted through the deep

learning model and the number of paragraphs in a section of high importance are predicted.

Index Terms: Deep learning, Document analysis, Keyword frequency, Keyword weight, Paragraph extraction

I. INTRODUCTION

Existing document analysis systems have been developed

based on morpheme analyzers. A user-specified document is

read, whereas words in the document and the frequency of

words are sorted. Using morpheme analyzer-based document

analysis systems, the user can identify the words used to pre-

pare the analyzed document. However, document analysis

systems based on the morpheme analyzer are inefficient

because a user can only understand the document when the

content of the document has been read. This necessitates the

document to be analyzed more comprehensively [1-3].

Herein, we propose a document analysis system that ana-

lyzes papers or reports transformed into XML((Extensible

Markup Language)) format. The proposed system informs

various data to users such that they can understand XML-

style papers or reports more efficiently compared with using

existing document analysis systems [4-6]. The process of

analyzing a document using the system is as follows: First,

the system reads the document specified by the user and

extracts keywords from the document. Second, the system

verifies the frequency of the keywords and uses the top-three

keywords. Third, the system extracts the paragraphs contain-

ing the top-three keywords and removes duplicated para-

graphs. Fourth, the system re-verifies the frequency of the

top-three keywords in the extracted paragraphs and partitions

the paragraphs into 10 sections. Fifth, the system compares

the average frequencies of the top-three keywords in 10

domains and the frequency of a specific domain to calculate

the importance of the domain. Sixth, the system notifies the

users regarding areas with importance higher than the aver-

age importance of the 10 areas. Moreover, if the areas of
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high importance are adjacent, then the users are notified of

the areas [7,8]. 

By notifying the user of the area with the highest impor-

tance, the user can read only the main content without read-

ing all the contents. In addition, using the deep learning

model, the number of paragraphs extracted and the number

of paragraphs in a section of high importance were investi-

gated. The model analyzes the correlation between the fig-

ures and predicts the analysis results of a specific document.

Hence, one can analyze the specific document, analyze mul-

tiple documents, identify commonalities between the docu-

ments, and deliver data that can be clustered to the user.

II. SYSTEM DESIGN

The proposed system analyzes documents in XML format.

The reason for specifying the analysis target in XML format

is that reports and papers are often stored as XML docu-

ments. When the user enters the file name in XML format,

the system loads and analyzes the file. The results of the

proposed document analysis system are as follows: Users

should be informed of the keywords and frequency of the

keywords, weights of keywords, paragraphs, importance of

domains, and major domains of the document. Therefore, the

existing word-based document analysis method and para-

graph-based document analysis method are used. Fig. 1 illus-

trates the structure of the system.

The functions required when designing the proposed sys-

tem are as follows:

1. Function to load XML format documents entered by

users

2. Function to search for keyword tags in a document and

extract keywords that are tag values

3. Function to verify keyword frequency and compare it

4. Function to extract paragraphs containing top-three key-

words

5. Function to maintain order of extracted paragraphs

6. Function to remove duplicated paragraphs

7. Function to verify frequency of top-three keywords for

extracted paragraphs

8. Function to calculate and display weight of top-three

keywords

9. Function to divide extracted paragraphs into 10 areas

10. Function to calculate and compare importance of 10

areas

11. Function to inform users of areas of high importance

12. Function to learn number of paragraphs extracted using

deep learning model and number of paragraphs in a

section of high importance

13. Function to predict number of paragraphs in a section

of high importance based on number of paragraphs

extracted

To implement the functions, the system was designed in

three hierarchies, and a document analysis program was

implemented in Java. A deep-learning-based prediction pro-

gram was implemented in Python. Fig. 2 shows the flow of

the system.

When the system begins, the user enters the file name of

the XML document to be searched. After reading the XML

document of the file name entered by the user, the keyword

tag in the document is searched. Subsequently, after loading

the keyword, which is the value of the keyword tag, the key-

word is shown to the user, and the frequency of the keyword

is verified. When the frequency of the keyword is confirmed,

the system searches for paragraphs containing the top-three

keywords and extracts them. The system maintains the order

of the extracted paragraphs and verifies for duplicate para-

graphs. If duplicate paragraphs exist, then one paragraph is

removed such that only one is printed. In addition, the sys-

Fig. 2. System flowchart.Fig. 1. System architecture.
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tem calculates and compares the weights of the keywords

and informs the user of the analysis results. The system par-

titions the paragraphs into 10 sections and calculates the

importance of each section. The importance calculation sums

the frequency of keywords and divides them by the number

of paragraphs. The importance of 10 areas was summed and

divided by 10 to obtain the average value, and the impor-

tance and average value of each area were compared. Users

are notified of areas of higher importance based on their

average values. When the system completes the document

analysis, the deep learning model is used to learn the total

number of paragraphs extracted by the system and the num-

ber of paragraphs in the high-critical area. Subsequently, pre-

dictions regarding specific documents are performed. This

procedure demonstrates the process by which the number of

high-priority paragraphs changes based on the number of

paragraphs in a particular document. By notifying the user of

these data, the user can organize the relationships between

documents or perform clustering.

The proposed system can receive all the functions provided

by the existing systems based on the morpheme analyzer.

First, the system provides keyword information provided by a

word-based analysis system developed based on a morpheme

analyzer. Second, the system provides the paragraph infor-

mation supplied by the paragraph-based analysis system

developed based on the morpheme analyzer. Third, the sys-

tem divides the extracted paragraphs into 10 areas, calculates

the importance of each area, and informs the main areas to

provide the information necessary for understanding the doc-

ument. Fourth, the system predicts the analysis result for a

specific document based on the results derived by the system

using a deep learning model and provides the data to the

user. Fifth, the user can organize or cluster the relationships

between documents using the information provided by the

system. 

It is assumed that the proposed system can provide various

types of information compared with the existing system as

well as extract paragraphs, thereby reducing the time required

to understand documents and improve efficiency.

III. SYSTEM IMPLEMENTATION

This section describes the implementation of the proposed

system and the verification of its efficiency. The PC used

was a Windows operating system CPU(Central Processing

Unit)-Intel i5-4690, RAM-8 PC. When the system starts, the

user enters a file in XML format for analysis. The system

loads the files. In addition, when performing a document

import operation, the system identifies the keyword tags,

identifies the values of those tags, and extracts them. The

extracted keywords are shown to the user, and the frequency

is calculated to display the top-three keywords to the user.

Subsequently, the document is analyzed based on the top-

three keywords. Fig. 3 shows the system output keywords

extracted by analyzing a specific document.

Subsequently, the system maintains the order of the para-

graphs and removes duplicates. Furthermore, it shows the

number of paragraphs that contain the top-three keywords

and the weight of the keywords. Fig. 4 shows the screen

depicting the results of the system that performs the func-

tion.

When the system completes the verification of the fre-

quency and ratio of the top-three keywords, the extracted

paragraphs are partitioned into 10 sections. The importance

of a domain is to calculate the frequency of the keywords

within that domain. In addition, by comparing the impor-

tance levels, the area with the highest importance level and

areas with an importance level higher than the average of 10

importance levels are notified to the user. In addition, if

high-priority areas appear in succession, then the user must

be informed to read them. Figs. 5 and 6 show the screens

that depict the results after important calculations and com-

parisons are performed.

Fig. 7 shows the number of average paragraphs from result

of 20 experiments. The existing document analysis system

and the proposed system extracted 391.48 and 76.8 para-

graphs on average, respectively. This indicates a 5:1 ratio,

and it was observed that the number of paragraphs suggested

by the proposed system to the user was less than that of the

existing system. In addition, if the user does not understand

the document when reading the paragraphs recommended by

the proposed system, then the user should read additional

Fig. 3. Screen of keyword extraction.

Fig. 4. Screen of comparison results.
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paragraphs from other areas. Nevertheless, the recommended

number of paragraphs is less than that of the existing system.

However, it can be concluded that the proposed system is

highly efficient because the number of paragraphs recom-

mended by the proposed system is significantly less than that

by the existing document analysis system.

Fig. 8 shows the results of applying 20 experiments to a

deep learning model.

As a result of using the proposed system, the ratio of all

extracted paragraphs to those analyzed as having high

importance was 5:1. The deep learning model inserts five

data points of the analyzed document before performing pre-

dictions and predicts the analysis result for the document to

be analyzed later. Beginning from the 76th training, the deep

learning model begins to fully match with the predicted

value and the actual analysis result. “Loss” on the Y-axis is

the loss value, and “epoch” on the X-axis represents the

number of repetitions of learning.

IV. ANALYSIS AND DISCUSSIONS

Table 1 lists the results of the sentiment score calculation.

This table shows a comparison between the existing and pro-

posed systems.

By analyzing the experimental data 20 times, it was dis-

covered that the compression rate of the proposed system

was high in the existing system. Existing document analysis

systems developed based on the morpheme analyzer

extracted all the paragraphs containing keywords entered by

the user. Even if deduplication is performed, a significant

amount of content must be read by the user; therefore, it is

difficult to reduce the time required for document analysis.

Meanwhile, the keywords listed in the document were

extracted, the frequency of the keywords was compared, the

top-three keywords were identified, the paragraphs contain-

ing the keywords were extracted, and then the paragraphs

were partitioned into 10 sections. The system is terminated

after the areas are calculated and compared and the user

notified of areas of high importance.

The proposed system recommends reading fewer para-

graphs than the existing document analysis system and noti-

fies users regarding the frequency or weight of the

keywords. Hence, the time required for the user to under-

stand the document is less compared with that using the

Fig. 8. Graph of deep learning model accuracy.

Fig. 7. Graph of total test.

Fig. 5. Screen of centrality output 1.

Fig. 6. Screen of centrality output 2.
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existing system. In addition, the proposed system will not

alter the content of the document by performing deduplica-

tion and the order maintenance of paragraphs. The proposed

system provides a higher compression rate and various types

of information to the user compared with the existing system

and is regarded as useful for document analysis.

V. CONCLUSIONS

The proposed system analyzes documents more efficiently

than existing systems by solving the limitations of existing

document analysis systems based on the morpheme analyzer

and providing the information necessary for users to analyze

the documents. Therefore, if it is used for managing and ana-

lyzing documents, then the ripple effect will be significant.

As a future study, the convenience and efficiency of the sys-

tem should be verified and UI modification should be con-

ducted.
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Table 1. Result of sentiment score calculation

Conventional System
Proposed 

System

Automatic Keyword Search Impossible Possible

Search Algorithm Intersection or Union Union

Deduplication Certain System Possible Possible

Maintain Sequence Certain System Possible Possible

Keyword Frequency Check Certain System Progress Progress

Keyword Weight Calculation Certain System Progress Progress

Divide Section of Paragraph No Yes

Calculate Centrality of Sections No Yes

High Centrality Sections Check and Inform No Yes

Deep Learning Based Prediction No Yes
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