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Movie Recommendation System based on Latent Factor Model

Chen Ma' - Kang-Chul Kim~

2 o
3 Abglel we wdow gael A% F7h FASH Sk ow, da F3 Aswe Basd I
A Ao} g5 F700) stel BAES] AEES dZsle] Jake] Meo] B3 Fu Yok ¥ EEe
B4 BEsh NPel WAL o §atel FAR Be] A 5 FH A2 AR Solg wa
el W4 iEE s el ALGH I, BA A el Aaas £4 Be steble A4 Fel A8
o aEm B AFT oAE Agsel AR A2d 452 BB Suprise A714E o] g3kl Aeke
v, melg At B AFT A7 067108, the =RolA] el Hlale] TL

ABSTRACT

With the rapid development of the film industry, the number of films is significantly increasing and movie
recommendation system can help user to predict the preferences of users based on their past behavior or feedback.
This paper proposes a movie recommendation system based on the latent factor model with the adjustment of mean
and bias in rating. Singular value decomposition is used to decompose the rating matrix and stochastic gradient descent
is used to optimize the parameters for least-square loss function. And root mean square error is used to evaluate the
performance of the proposed system. We implement the proposed system with Surprise package. The simulation results
shows that root mean square error is 0.671 and the proposed system has good performance compared to other papers.
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| . Introduction this problem can be solved with the development of

the recommendation system dramatically. The

A large number of movies makes it difficult for ...\ mendation system used in the movie industry

users to select their favorite movies quickly, but can make personalized recommendations based on
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the user’'s past behavior or personal information.
Fig. 1 shows the movie recommendation system
manly serves three components: user consumer,

movie resource provider, and platform. User
consumers can watch and rate movie works, and
movie resource providers hope to make profits by
providing movies for users. The platform is the
core component of the movie website. The platform
needs to collect necessary user information,
recommend movies to users, and provide movies.
As an essential part of the platform, the movie
recommendation system can not only save time for
users but also sell movie products quickly for

merchants.

Maximize the benefit of

Recommended movies film promotion

G N T

Movie
Providers

T |

‘ Provide movie resources ‘

Users Platform

Questionnaire:

Personal information

Favorite movies

Feedback:

User feedback on movie ratings
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Fig. 1 The Function of recommendation system

Fig. 2
recommendation methods such as content-based,

shows the classification of many
association rule-based, collaborative filtering, hybrid
recommendations[11[2][3]
methods[4].

commonly

and other deep learning
Collaborative filtering is the most
technique in the
recommendation system, and there are multiple

used filtering
ways to find similar users or movies. Then the
recommendation system predicts the ratings based
on similar users or similar films. The collaborative
filtering algorithm can be mainly divided into three
types such as neighborhood-based, model-based,
and hybrid Neighborhood-based
collaborative filtering are based on measuring the

methods.

similarities between different users or items to
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make recommendations and mainly classified into
item-based and user-based

User-based
filtering is a technique used to predict the items

two types, such as

collaborative filtering. collaborative
that target user might like on the basis of ratings
given to that item by the other users who have
similar preference with target user. Item-based
collaborative filtering focuses on the similarities
Model-based

collaborative filtering technique fits a model based

between items that a user rates.

on the previous rating of users and makes

recommendations based on predictions by the fitted

model. The typical model-based collaborative
filtering is the latent factor model, whose main idea
is to comprise an alternative method by

transforming both movies and users to the same
latent factor space.

This paper focuses on sparse data challenge
faced by the movie recommendation system, and
the rating predicted by the latent factor model
requires to add overall average rating and biases to
complete further necessary improvements. Besides,
the ratings predicted by the proposed model should
be in the range of 0-5, which can get more
accurate results.

o, .
Recommendation|

System Methods

Collaborative
Filtering

Content-based Association Rules Hybrid Methods Other Methods

Neighborhood-

based CF Model-based CF

—

Item-based CF LFM

‘ Hybrid CF

User-based CF Improved LFM

Improved
O, 2 =M AlAd”e HHEM 2R
Fig. 2 MethodoloGical Classification Of The
Recommendation System

In the
following section II, the related works are described

This paper is organized as follows.
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to show current methods for the recommendation
system . In section III, the proposed system and
methods are shown and described in detail. Results
section IV, and

and analyses are shown in

conclusions are described in section V.

II. Related works

Since the 1990s,
recommendation systems get attention and are

early personalized

widely used in the online platform. For example,
YouTube has
recommendations based on user behavior and has

provided personalized

become the most popular online video community in
the world[5]. In 2006,
learning and data mining recommendation system

Netflix held a machine

competition. This competition greatly promoted the
development of the recommendation system[6].

The recommendation system still faces many
challenges such as cold start, sparse data, changing
data, user preferences, privacy protection, etc[5].
Cold start can be classified into three categories
such as new users, new items and new platform. It
is difficult to recommend items to new users when
the recommendation system does not have any
information related to their past behaviors or it
might be possible that they have not rated any
item yet, so their taste are unknown to the system.
data
recommendation, and customers need a real-time

Sparse leads to increased difficulty in
recommendation when data and user preference
change. Privacy is one of the most important
issues for users. In order to give the most accurate
recommendation to the user, the system must use
the most privacy information of user, including age,
sex, hobhies, the past watch history, the address,
etc.

The advantages and disadvantages of various
methods coexist.

recommendation system

Content-based filtering[7] doesn’t need any data

about other users since the recommendations are
to this user. Association rule-based[8]
recommendation system is easy to implement, but

specific

unifying product names is a big challenge. For
have the
and the
recommendation system does not know that they

example, sneakers and gym shoes

different name but same meanings,
are the same item. Memory-based collaborative
filtering[9] is easy implementation, but a large
amount of memory and CPU time are required. In
1994, a team from the University of Minnesota
launched  the
system using collaborative filtering as the leading
Amazon
published an item-based joint filtering paper in
2003[10].  Model-based filtering[11]
does not require so much memory and CPU time

first automated recommendation

technology recommendation  system[6].

collaborative

and has better sparsity and scalability. But the
disadvantage is that the cost is too high for
mmproved performance of recommendation.

Python
Engine(Surprise) is a famous package in python,

Simple Recommendation System
which is used to build and analyze recommendation
system. Surprise has two functions such as grid
search and cross-validation. Gridsearch is a
technique that attempts to compute the best values
for a given parameters. This is an exhaustive
search performed on specific parameter values of
the model.

procedure used to evaluate machine learning models

Cross-validation is a resampling

on a limited data sample. The recommendation
system runs a cross-validation procedure for the
given grid search parameters to avoid overfitting.
There is always the problem of data sparseness
in the movie recommendation system, but the latent
factor model has become popular algorithm in
recent years because it can obtain personalized
recommendation results with higher accuracy even
in the huge data sparseness. In this paper, the
latent factor model adds overall average rating,
user bias, movie bias and rating prediction range
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adjustment. Besides, Root  Mean Square
Error(RMSE) is calculated because it is the most
commonly used indicators to measure the accuracy
of variables.

Ill. The proposed system configuration and
methodology

Data preprocessing

Create user-item
rating R matrix

Generate new

R_matrix

The proposed system idea:
Adjust R, by mean and bias variables
(  roverall average rating,
b, : user bias,

Least-square Loss function, e e
b, :movie bias )

SGD, RMSE
Gridsearch, Cross-validation

Parameter

optimization s e ) .
505 fisavalueintheR,

Get an adjusted R, matrix

Recommend Top10

movies
- - ==

Fig. 3 Recommendation system flow chart

Fig. 3 shows the recommendation system flow
chart in this paper. MovieLens[12] is a web-based
research recommendation system that debuted in
Fall 1997 and MovieLens data sets were collected
by the
University of Minnesota. An extension of the
Movielens 100K dataset contains 100000 ratings for
943 users, 1682 movies. It includes many attributes,

GroupLens Research Project at the

such as user id, movie id, rating, title, genres. The
data sets used in the proposed system are mainly
made up of two data files in MovielLens, one
describes the rating data of the users and movies,
and the other describes the detailed information
about the movies.

In the data preprocessing, the proposed model
merges two data sets and changes the 0 and 1
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values in the movie data to genres. Rating

distribution trend graph, the most popular 10
movies and genres, the favorite movies and genres
of recommended users can be obtained after data
processing.

The next step is to generate a user-item rating

R matrix for the latent factor model. The latent

factor  model[13][141[15] is a  model-based
collaborative filtering and latent-factor based
approaches relate wusers and items in a

low-dimensional latent feature space K & Rr? ,
where R is user-item rating matrix, d is the
dimension of the latent feature space and K
describes the hidden characteristics of movies and
users.

In statistics, the least-square loss function in
equation(1) is used for parameter estimation by
calculate the difference between the estimated value
and the true value. Equation 1 shows residual sum
of squares plus a penalized term to prevent
overfitting:

L= 3 (ry=r P+ AG+ 8+ Ip 2+ g™ (1)

7S By
where A is a constant and named shrinkage
penalty, or regularization coefficient. 7,; represents
the value of u to i in the original rating matrix,
and r;- represents the value of u to i in the
predicted rating matrix. In addition, b, denotes
movie i's bias, b, denotes user’s bias.

The
function is achieved by using stochastic gradient
descent(SGD) algorithm. The algorithm updates the
by taking
direction of gradient of the objective function,

optimization of the least-square loss

parameters steps in the negative
which directly leads towards a local minimum in

equation(2) to (5).

oL S

5 = 2<Tu7 - prqud)qk.t +2Mp, i (2)
Pk k=1

oL K

== 20ry = Y Puiti)Purt 20 @)
i k=1
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where a is the step size (also called the learning
rate) in the process of SGD.

Gridsearch and cross-validation are used in
part.  The
recommendation System runs a cross—validation

parameter  optimization proposed
procedure for a given algorithm, reporting accuracy
measures and RMSE is used to report accuracy.
The proposed model obtains the final adjusted
rating ﬁa matrix after traversing all data training.
The last make

recommendations for users of 10 movies based on

step is  to personalized
the predicted rating matrix.

The RMSE is one of the most commonly used
method to measure the recommendation system,
which is used to calculate the closeness between
the estimated value and the original observed value.
As the number of training increases, the RMSE
becomes smaller and smaller, and it is meaningless
when RMSE is close to 0, indicating that the
predicted score value is not different from the
actual score value. Further, the larger the RMSE
value, the more the predicted score differs greatly
from the original score.

RMSE = \/%X\](E—RW 6)
i=1

In equation (6), & denotes the predicted rating
and R, is the actual rating of the movie.
Furthermore, N is the number of all data sets.

IV. Simulation results and analysis

Table 1 shows that U.data file, which is the
user rating file of the movie, including user id,
movie id, rating, and timestamp. Table 2 shows the
which
information about the movie, from left to right each

witem file, contains 24 columns of

column means movie id, movie title, release date,

video release date, IMDb URL and the last 19
fields which are the movie genres. The genres are
represented by 19 features, which represent
unknown, Action, Adventure, Animation, Children’s,
Comedy, Drama, Fantasy,

Crime, Documentary,

Film-Noir, Horror, Musical, Mystery, Romance,
Sci-Fi, Thriller, War, Western. The movie genre is
represented by 1 and 0, for example,
001000001000001000 means that the movie belongs

to adventure|ldramalromance genres.

E 1. Udata T} =coH

Table 1. u.data file format
R . timestam
user item rating »
8812509
196 242 3
49
8917177
186 302 3
42
8788371
22 377 1
16
944 51 9 8806069
23
8863975
166 346 1
96

E 2. Uitem mhed o
Table 2. u.item file format

mid mtitle 0 1 2 3-21
™ o http://us.imdb.c
1 Stor (1133;5) Olggéan ! NaN |om/M/title—exact?| ......
DHOTYRLTS: Toy%20Story%?...
. i L http://us.imdb.c
2 ((Jfé%?)&e 0199;;“1 ! NaN |om/M/title—exact?| ......
GoldenEye%20(...
http://us.imdb.(]
3 Four Rooms 01-Jan—1 NaN om/M/title—exact?
(1995) 995 Four%20Rooms%..| ="
http: fus.imdb.c
4 Get Shorty 01-Jan—1 NaN om/M/title—exact?
(1995) 995 Copycat%20(1995|
)
http://us.imdb.]
5 Copycat 01-Jan—1 NaN om/M/title—exact?
(1995) 995 Copycat%20(1995|
)

After the model merges the above two files with
the same meaning and the model converts 0 and 1
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values into genres, five useful contents for model
analysis are shown in Table 3, such as user, mid,
rating, mtitle, genres. For example, movie No.242
whose genre is comedy is named kolya, and user
196 likes that movie with 3 star.

drama, comedy, action, romance, adventure and

thriller that are popular among the crowd.

E 4 49 1070 st

Table 4. Top 10 movies

Movie Movie title Movie genres Ratin | Weigh Rank
50 Star Wars(1977) Action. Adventure. Romance, Sci-Fi. War 44 0.35 1.53
_ 100 Fargo(1996) Crime.Drama. Thriller 42 03 125
i+ 3 = g,"%l MOVleI_enS E‘” [¢] | E‘I 181 Retum of the Jedi(1983) Action.Adventure, Romance Sci-Fi, War 40 03 120
H . 258 Contact(1997) Drama.Sci-Fi 38 03 1.14
Table 3' Combl ned MOVleLenS data 127 Godfather. The(1972) Action.Crime Drama 43 0.25 1.07
.d . . 1 174 Raiders of the Lost Ark(1981) tion. Adventur 43 0.25 1.06
user mi ratlng mtlt e genres 286 English Patient. The(1996) Drama.Romance. War 3.7 0.29 1.06
1 Toy Story(1995) Animation Children’s.Comedy 39 0.27 1.04
196 | 242 3 Kolya(1996) Comedy 98 Silence of the Lambs, The(1991) Drama Thriller 43 | 023 | 099
288 Scream(1996) Horror. Thriller 34 028 096
186 | 302 | 3 L.A. Crime, Film—Noir,
) Confidential(1997) Mystery, Thriller
Heavyweights(1994 .
22 1377 | 1 ) Children’s, Comedy
aaa | 51 ) Legends of the Drama, Romance,
y 5 ) .
Fall(1994) War, Western
Jackie . -
166 | 346 1 Crime, Drama Sci-Fi
Brown(1997)

Fig. 4 shows most movies are rated between 3
and 5 stars.

Distribution of ratings

35000 |

Numbers

Romance

Adventure

T2 5 97| dat F2ol f=2etRE

Fig. 5 Word cloud for popular movie genres

Table 5 shows only 10 favorite movies of user 1
with ratingd from the dataset, and Fig. 6 is the
word cloud of genres that user 1 likes.

5 AFER 1o MS Ast
Table 5. Favorite movies for user 1

Table 4 is a list of the top 10 popular movies,

25 35

30
Ratings

a8 4 3™ EX

Fig. 4 Distribution of ratings

Movie Movie title Movie genres Rating | Weight | Rank
50 Star Wars(1977) Action, Adventure,Romance,Sci-FiLW | 4.4 035 153
100 Fargo(1996) Crime,Drama, Thriller 42 0.3 1.25
181 Return of the Jedi(1983) Action, Adventure,Romance,Sci-FLW | 4.0 0.3 1.20
258 Contact(1997) Drama, Sci-Fi 38 0.3 L14
127 Godfather, The(1972) Action,Crime. Drama 43 025 | 107
174 Raiders of the Lost Ark(1981) Action. Adventure 43 0.25 106
286 English Patient, The(1996) Drama,Romance, War 37 0.29 106
1 Toy Story(1995) Animation,Children’s,Comedy 39 027 1.04
98 | Silence of the Lambs, The(1991) Drama, Thriller 43 023 | 099
288 Seream(1996) Horror, Thriller 34 0.28 0.96

and Fig. 5 shows the types of popular movies in a
word cloud. The favorite ranking of movies
depends on the average rating of each movie
multiplied by the weight. The larger the text size

is, the more users like the type of movies, such as
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Fig. 6 Word cloud for user 1 favorite movies genres

For the proposed model, parameters are
experimented with K from 10, 20, 30, 40, 50, and
for epochs, 400, 500, 600 are explored. For learning
rate, we explored three different choices of [0.001,
0.005, 0.01] and [0.05, 0.1, 0.3, 0.5] are explored in
GridSearchCV ~ can try all
combinations  and best
measurement parameters. In selecting the tuning

shrinkage penalty.

parameter report  the
parameters, 5—fold cross—validation is performed,
and chooses RMSE as the measurement method.
Table 6 shows the simulation results have the best
RMSE 0671 for learning rate = 0.001, shrinkage
penalty = 0.1, epochs = 500 and K = 50, and the
RMSE of the proposed algorithm is slightly lower
than other papers[16][17].

X 6. 2|™M3} melol mizlole 7t
Table 6. Parameters of the optimal model

Predicted
biased rating RMSE
adjustment
50 500 0.001 01 True True 067

Learning | Shrinkage

K Epochs
rate penalty

Table 7 shows a list of 10 movies recommended
to user 1 using the proposed model.

® 7. AREXHO oSt £ A3t
Table 7. Recommended movies to user 1

Recommendations for user 1:

Ranking Movie Title

1 Close Shave, A (1995)

Pather Panchali (1955)

Secrets & Lies (1996)

L.A. Confidential (1997)

Ran (1985)

Faust (1994)

Lawrence of Arabia (1962)

City of Lost Children, The (1995)

O|w|~|o|ole|w| o

Night on Earth (1991)

—
o

Two or Three Things I Know About Her (1966)

V. Conclusions

This paper proposed the improved latent factor
model with adjustment of overall average rating,
user bias, movie hias and prediction rating range.
The datasets in MovielLens are merged to make a
rating matrix. The least-squares loss function and
SGD are used to reduce the predicted error, and
Surprise package is used to determine the optimal
parameters. The simulation results show that
RMSE is 0.671 and the latent factor model method
adjustment of mean and bias variables is effective.
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