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A Design of Small Scale Deep CNN Model for Facial Expression Recognition using the
Low Resolution Image Datasets

Sirojiddin Salimov' * Jae Hung Yoo~

Se wehe due AFehs 2 4o FaF $Ro| {1 vk o9} Aol Az
X 14 EAE FA % s ASE olvAe] 2o del
15 Apsior ek olF Sla 27w dely AL
A e e F e Tbs EA Sl

W&o diuk ARg-SkAE FER2013 % FERPlus dl olEi HENA 9 GAE Ane mejFr)

N
g
ox
ey

>,
o,
o%
Sl
<,

ABSTRACT

Artificial intelligence is becoming an important part of our lives providing incredible benefits. In this respect, facial
expression recognition has been one of the hot topics among computer vision researchers in recent decades. Classifying
small dataset of low resolution images requires the development of a new small scale deep CNN model. To do this, we
propose a method suitable for small datasets. Compared to the traditional deep CNN models, this model uses only a
fraction of the memory in terms of total learnable weights, but it shows very similar results for the FER2013 and
FERPlus datasets.
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| . Introduction models. In this perspective, the demand for facial

expression recognition systems has been increasing,

Artificial Intelligence has important roles in our since many companies require automated systems

lives providing incredible benefits to humanity. This with high performance. Many researchers have

requires  researchers to develop new and better been working on image classification systems on

* Metistn HFEISEn MAlabY [ 5t + Received : Dec. 02. 2020, Revised : Jan. 09, 2021, Accepted : Feb. 17, 2021
(sirojiddin1224@gmail.com) + Corresponding Author : Jae-Hung Yoo
o WAMAE Myt atul AFE{ 3t} Dept. of Computer Engineering, Chonnam Nat. Univ.
o+ 2200 1202 Email : jhy@jnu.ac.kr
etz el 2021, 01. 09
AMEEY 2021 02. 17

75



JKIECS, vol. 16, no. 01, 75-80, 2021

big dataset of high resolution images. Classifying
small dataset of low resolution images would need
small scale model development. To this point, we
believe that a design of small scale model is very
crucial domain of research giving us motivation to
tackle the current issue.

Pictures of customers are taken and our system
tries  to mood. This will
evaluate customers satisfaction and provide the

classify customers’
reference for the customer relationship management
(CRM). Installed camera might be a bit far from
customer, our task would be classifying face
expressions using low resolution images.

In this paper, a small scale CNN networks are
investigated for the image classification problems.
In section II, typical CNN are introduced. In section
I, image datasets are reviewed. In section IV,
proposed architecture is explained. In section V,
experimental results show the effectiveness of the
proposed method followed by the conclusion and
reference sections[1-12].

II. Related works

CNN  models
breakthrough in Computer Vision field enabling and

Proposing was the huge
encouraging researchers to dig into this area deeper
and explore more possibilities. In this point of view,
we assume that mentioning the first CNN model
would be appropriate. The first CNN model is Alex
Net [1] demonstrated how effective are CNNs. The
Alex Net used Imagenet dataset. Followed by Alex
Net many other CNN models are proposed later.
Later in 2018, SE-ResNet model [2] is considered
as the state of the model so far to tackle the
VGG-face dataset. these models that
depicted promising results on Imagenet and
VGG-face (224x224x3 input size) datasets with the
cardinality over one million are not the right ones
on FER2013 and FERPlus datasets, both contains

However,
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48x48x1 images with the cardinality of 35837.

State of the art CNN-based work on FER2013
dataset is fine-tuned VGG-face showing accuracy
of 7211%[3]. Latest works with very promising
results on FERPlus dataset have been reported[4-6].

Ill. Datasets

3.1 FER2013

Originally this dataset is announced in Kaggle
challenge, in 2013. The highest score was 71.16%
in the competition. The dataset contains small face
images. The dataset contains faces with different
poses. This makes dataset more challenging.

Table 1 shows the distribution of both FER2013
and FERPlus datasets. The 3rd row in the Table 1
They
filtered images with certain rules and follow their

represents the majority training model[6].

rules to sort out the reduced testing images

Table 1. Cardinality of FER2013 and FERPIus

datasets
Training | Validation Testing
FER2013 28709 3589 3539
FER+ 28561 3579 3574
majority _
25060 3199 3153
mode[6]

One might wonder why the highest accuracy
was only 71.16%. The reason is that the dataset
invalid
images (not face images), wrongly labelled images

contains low resolution images (48x4R),

(given label to a particular image is wrong), partly
correct images (it is hard to decide label for an
image). Thus, the highest performance on this
dataset was not higher than 71.16% and even
works proposed later (not in the challenge) are not
high. Here are some examples for invalid images.
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Fig. 1 Invalid example images from FER2013

3.2 FERPlus

This dataset contains almost same images that
FER2013 dataset has. The difference is that invalid
images are deleted and relabeled and FERPlus
dataset is created. Here are some example cases
from [6] of how authors of FERPlus relabeled the
images from FER2013. Top labels are from
FERZ2013 and bottom labels are from FERPlus.
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Fig. 2 Every single face image has two labels below
it; top ones are showing FER2013 labels, while below
ones are showing labels for FERPlus

IV. Proposed Architecture

Normally, CNN architectures start model layers
with 5x5 or 3x3 to extract more general features
first. However, unlike other models, we utilize very
small window sizes from the initial convolutional
layers. Our assumption is that since given images
have a very small window size - 48x48, we might
lose some important data by performing 5x5 or 3x3
kernel size convolutions. Therefore, we used 2x2
size windows to perform convolution operation for
all layers.

The model has 6 convolutional layers, 3 fully

connected layers and the output layer. Output layer
represents number of classes, which is 7 in case of
FER2013 dataset and 8 in case of FERPlus dataset.
Each layer has convolutional layer followed by max
pooling layer, except the first layer. The pooling
decreases number of features for computing faster,
however we wanted to keep initial features and
thus didn't perform pooling operation after first
layer.

After convolutional layers, we utilized 3 fully
connected layers. All fully connected layers have
512 nodes. The last layer is output layer, which
has 7 nodes for FER2013 dataset and has 8 nodes
for FERPlus dataset.

Number of filters in the first layer is 32, second
layer has 64 filters, while later layers have 128,
206, 512 and 1024 filters respectively. Number of
filters are doubled compared to previous layer. The
model uses only a fraction of the memory in terms
of total learnable weights as in the next table and
is given in the next figure.

Table 2. Model complexity by the
number of layers and parameters

Model No. of No. of

Layers Parameters
AlexNet[1] 8 61M
SENet-50[2,5] 50 27.5M
VGG16[3,4] 17 138M
ResNet18[4] 18 1M
VGG16[4] 17 138M
VGG13[6] 14 133M
Our model 10 3.8M

V. Experimental Results

To find the optimal model on FER2013 dataset
we made experiments on different kernel sizes and
layers with augmented data. Next table shows the
results.
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Fig. 3 Our model architecture

Table 3. Experiments on FER2013 to find
the model using augmented images

Kernel size
Layers 2 3 4 5
2 57.64 59.48 62.05 61.35
3 64.67 64.97 66.03 66.59
4 65.64 67.67 68.34 67.15
5 68.15 68.17 67.11 67.86
6 69.32 68.29 68.24 68.05
7 66.98 67.6 66.85 67.32

As it is depicted, utilizing 6 convolutional layers
and using 2by2 windows in each layer shows the
highest score.

Here are our model's learning curves for
FER2013 dataset. We saved the weight set of
model that achieved the best performance on
validation data.

Accuracy Curves

Accuracy

—— Training Accuracy
—— Validation Accuracy

0 100 200 300 400 500
Epochs

Fig. 4 Learning curves for FER2013 dataset
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Without augmentation our model showed 60.82%
testing data accuracy for FER2013, training data
accuracy was over 98% on the epoch 50. We did
data augmentation to deal with overfitting problem.
With the data augmentation our model depicted
69.32% accuracy. Training data accuracy was
83.95% on the epoch 500.

We next show the comparison of our model and
previous best models on FER2013 and FERPlus
datasets. Among CNN models, the best model so
far is fine-tuned VGG-face with accuracy of
72.11%]3].

Table 4. Model accuracy on FER2013 dataset

Model Accuracy (%)
Fine-tuned VGG-face (aug.) [3] 72.11
Our model 69.32

The models with the highest performances on
FERPlus are Kai Wang et al. [4]
results are given in the following table.

Comparison

Table 5. Model accuracy on FERPlus dataset

Model Accuracy (%)
RAN-VGG16[4] 89.16
SENet-50[5] 88.8
RAN-ResNet18[4] 88.55
Our model 85.35
VGG13[6] 85.1
Fine-tuned VGG-face (aug.) [3] 84.79
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Confusion matrices of our model on FER2013 VI. Conclusions
and FER2013 datasets are provided to demonstrate
how well our model is. The proposed model uses only a fraction of the
memory in terms of total learnable weights
compared to the conventional CNN models. The
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Fig. 5 Confusion matrix for FER2013
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Fig. 6 Confusion matrix for FERPIus
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As it's shown in the tables above, our model is
highly competitive with other models on both
datasets. In the figure 5 and 6 confusion matrices
are demonstrating which classes are learned well
by our model. It's noticeable that model is being
confused while predicting “sad” class samples as
“neutral” and “neutral” classes as “sad’. Indeed,
many of the images that are labelled as “neutral”

«

and “sad” are very similar and hard to classify

even by human.

performance for FER2013 and FerPlus datasets. We
plan to explore the possibility of transfer learning
for these datasets.
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