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#### Abstract

This paper devoted to obtain some fractional integral properties of generalized Bessel function using pathway fractional integral operator. We also find the pathway transform of the generalized Bessel


 function in terms of Fox $H$-function.
## 1. Introduction and preliminaries

Bessel functions are directly associated with problems having circular and cylindrical symmetry. They arise in the study of free vibrations of a circular membrane and in determining the temperature distribution in a circular cylinder. They also occur in electromagnetic theory and several other areas of science and engineering. In 1824, F. W. Bessel gave the systematic study of Bessel function. The Bessel function of first kind $J_{\nu}(z)$ [1] is represented as

$$
\begin{equation*}
J_{\nu}(z)=\sum_{k=0}^{\infty} \frac{(-1)^{k}}{\Gamma(1+\nu+k) k!}\left(\frac{z}{2}\right)^{2 k+\nu} \tag{1}
\end{equation*}
$$

where $|z|<\infty,|\arg z|<\pi$.
Wright [16] generalized Bessel function which is defined by

$$
\begin{equation*}
J_{\nu}^{h}(z)=\sum_{k=0}^{\infty} \frac{(-1)^{k} z^{k}}{\Gamma(1+\nu+h k) k!}, \tag{2}
\end{equation*}
$$

where $h>0,|z|<\infty,|\arg z|<\pi$.
Galue [1] generalized Bessel function which is represented by

$$
\begin{equation*}
{ }_{h} J_{\nu}(z)=\sum_{k=0}^{\infty} \frac{(-1)^{k}}{\Gamma(1+\nu+h k) k!}\left(\frac{z}{2}\right)^{2 k+\nu} \tag{3}
\end{equation*}
$$

where $h>0,|z|<\infty,|\arg z|<\pi$.
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Wright [15] extended the generalized hypergeometric function in the form of Fox-Wright function which is defined as

$$
\left.{ }_{p} \Psi_{q}(z)={ }_{p} \Psi_{q}\left[\begin{array}{l}
\left(u_{i}, U_{i}\right)_{1, p}  \tag{4}\\
\left(v_{j}, V_{j}\right)_{1, q}
\end{array}\right) z\right]=\sum_{k=0}^{\infty} \frac{\Gamma\left(u_{1}+U_{1} k\right) \cdots \Gamma\left(u_{p}+U_{p} k\right)}{\Gamma\left(v_{1}+V_{1} k\right) \cdots \Gamma\left(v_{q}+V_{q} k\right)} \frac{z^{k}}{k!}
$$

where $i=1,2, \ldots, p ; j=1,2, \ldots, q$ and $u_{i}, v_{j} \in \mathbf{C}$, and the coefficients $U_{1}, \ldots, U_{p} \in \mathbf{R}^{+}$and $V_{1}, \ldots, V_{q} \in \mathbf{R}^{+}$satisfying the condition

$$
\begin{equation*}
\sum_{j=1}^{q} V_{j}-\sum_{i=1}^{p} U_{i}>-1 \tag{5}
\end{equation*}
$$

In particular, when $U_{i}=V_{j}=1(i=1,2, \ldots, p ; j=1,2, \ldots, q)$, the equation (4) reduces to

$$
{ }_{p} \Psi_{q}\left[\left.\begin{array}{c}
\left(u_{1}, 1\right), \ldots,\left(u_{p}, 1\right)  \tag{6}\\
\left(v_{1}, 1\right), \ldots,\left(v_{q}, 1\right)
\end{array} \right\rvert\, z\right]=\frac{\prod_{i=1}^{p} \Gamma\left(u_{i}\right)}{\prod_{j=1}^{q} \Gamma\left(v_{j}\right)}{ }_{p} F_{q}\left[\left.\begin{array}{c}
u_{1}, \ldots, u_{p} \\
v_{1}, \ldots, v_{q}
\end{array} \right\rvert\, z\right]
$$

where ${ }_{p} F_{q}(\cdot)$ is the generalized hypergeometric function [14].
The notion of the Hadamard product $[3,13]$ of two holomorphic functions is very useful in our present investigation. If one of the power series is an entire function, then the Hadamard product of two power series is also an entire function. This can help us to degrade a newly emerged function into two known functions. Let two power series with radius of convergence $R_{1}$ and $R_{2}$,

$$
\begin{aligned}
& f(z):=\sum_{n=0}^{\infty} u_{n} z^{n}, \quad\left(|z|<R_{1}\right) \\
& g(z):=\sum_{n=0}^{\infty} v_{n} z^{n}, \quad\left(|z|<R_{2}\right) .
\end{aligned}
$$

Then, the Hadamard product of two given power series defined by

$$
\begin{equation*}
(f * g)(z):=\sum_{n=0}^{\infty} u_{n} v_{n} z^{n}=(g * f)(z), \quad(|z|<R) \tag{7}
\end{equation*}
$$

where

$$
R=\lim _{n \rightarrow \infty}\left|\frac{u_{n} v_{n}}{u_{n+1} v_{n+1}}\right|=\left(\lim _{n \rightarrow \infty}\left|\frac{u_{n}}{u_{n+1}}\right|\right) \cdot\left(\lim _{n \rightarrow \infty}\left|\frac{v_{n}}{v_{n+1}}\right|\right)=R_{1} \cdot R_{2}
$$

Therefore, in general, $R \geq R_{1} \cdot R_{2}$.
The $H$-function [11] is defined by means of a Mellin-Barnes type integral as follows:
where

$$
\begin{equation*}
h(s)=\frac{\left\{\prod_{j=1}^{m} \Gamma\left(v_{j}+V_{j} s\right)\right\}\left\{\prod_{j=1}^{n} \Gamma\left(1-u_{j}-U_{j} s\right)\right\}}{\left\{\prod_{j=m+1}^{q} \Gamma\left(1-v_{j}-V_{j} s\right)\right\}\left\{\prod_{j=n+1}^{p} \Gamma\left(u_{j}+U_{j} s\right)\right\}} \tag{9}
\end{equation*}
$$

Here $z^{-s}=\exp [-s\{|z|+i \arg z\}], z \neq 0, i=\sqrt{-1}$, where $\ln |z|$ represents the natural $\operatorname{logarithm}$ of $|z|$ and $\arg z$ is not necessarily the principal value and $m, n, p, q$ are integers such that $1 \leq m \leq q, 0 \leq n \leq p, U_{i}, V_{j} \in \mathbf{R}^{+}$, $u_{i}, v_{j} \in \mathbf{C},(i=1,2, \ldots, p ; j=1,2, \ldots, q)$. An empty product in (9) is always interpreted as unity. The contour $L$ in (8) separates the poles of the gamma functions $\Gamma\left(v_{j}+V_{j} s\right), j=1, \ldots, m$ from those of the Gamma functions $\Gamma(1-$ $\left.u_{j}-U_{j} s\right), j=1, \ldots, n$.

The specific and vast theory of $H$-function have well explained in the books of Mathai [6], Mathai and Saxena ([10], Ch. 2) and Kilbass and Saigo ([2], Ch. 1 and Ch. 2).

## 2. Pathway integral representation of ${ }_{h} J_{\nu}(z)$

In this section, we establish fractional integration formula of pathway type of generalized Bessel function (3) in terms of generalized Wright hypergeometric function.

In 2009, Nair [12] introduced the pathway fractional integral operator by using the pathway idea of Mathai [7] which was further developed by Mathai and Haubold $[8,9]$. This operator is a generalization of the classical RiemannLiouville fractional integral operator which is defined below:

Let $f(x) \in L(p, q), \xi \in \mathbf{C}, \Re(\xi)>0, p \in \mathbf{R}^{+}$and $\omega<1$ be the pathway operator. Then

$$
\begin{equation*}
\left(P_{0+}^{\xi, \omega} f\right)(x)=x^{\xi} \int_{0}^{\left[\frac{x}{p(1-w)}\right]}\left[1-\frac{p(1-\omega) t}{x}\right]^{\frac{\xi}{1-\omega}} f(t) d t \tag{10}
\end{equation*}
$$

where $L(p, q)$ is the set of Lebesgue measurable function. For a real scalar $\omega$, the pathway model for scalar random variables is represented by the following probability density function (p.d.f.):

$$
\begin{equation*}
f(x)=c|x|^{v-1}\left[1-p(1-\omega)|x|^{\tau}\right]^{\frac{\lambda}{1-\omega}} \tag{11}
\end{equation*}
$$

provided that $x \in \mathbf{R}, v, \tau \in \mathbf{R}^{+}, \lambda \geq 0,1-p(1-\omega)|x|^{\tau}>0$, where $c$ is normalizing constant and $\omega$ is pathway parameter.

The normalizing constants $c$ for pathway parameter $\omega$ is as follows:

$$
c= \begin{cases}\frac{1}{2} \frac{\tau[p(1-\omega)]^{\frac{v}{\tau}} \Gamma\left(\frac{v}{\tau}+\frac{\xi}{1-\omega}+1\right)}{\Gamma\left(\frac{v}{\tau}\right) \Gamma\left(\frac{\Gamma}{\xi}\left(\frac{\omega}{1-\omega}+1\right)\right.}, & (\omega<1) \\ \frac{1}{2} \frac{\tau p(\omega-1)]^{\tau} \Gamma\left(\frac{\xi}{\omega}\right)}{\Gamma\left(\frac{v}{v}\right) \Gamma\left(\frac{\xi}{\omega}\right)}, & \left(\frac{1}{\omega-1}-\frac{v}{\tau}>0, \omega>1\right) \\ \frac{1}{2} \frac{(p))^{\frac{v}{\tau}}}{\Gamma\left(\frac{v}{\tau}\right)} . & (\omega \rightarrow 1)\end{cases}
$$

For $\omega<1$, it is a finite range density with $1-p(1-\omega)|x|^{\tau}>0$ which is known as extended generalized type-1 beta family of densities for real $x$. It also includes the type-1 beta density function, triangular density function, the uniform density function and many other probability density function.

If $\omega>1$, then (10) can be represented as follows:

$$
\begin{equation*}
\left(P_{0+}^{\xi, \omega} f\right)(x)=x^{\xi} \int_{0}^{\left[\frac{x}{-p(\omega-1)}\right]}\left[1+\frac{p(\omega-1) t}{x}\right]^{\frac{\xi}{-(\omega-1)}} f(t) d t \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
f(x)=c|x|^{v-1}\left[1+p(\omega-1)|x|^{\tau}\right]^{\frac{\lambda}{-(\omega-1)}}, \tag{13}
\end{equation*}
$$

provided that $x \in \mathbf{R}, v, \tau \in \mathbf{R}^{+}, \lambda \geq 0, \omega>1$ which is known as extended generalized type- 2 beta family of densities for real $x$. It also includes the type2 beta density function, the $F$ density function, the Student- $t$ density function and many different density function.

For $\omega \rightarrow 1$, (11) and (13) will give the exponential form as

$$
\begin{align*}
\lim _{\omega \rightarrow 1} c|x|^{v-1}\left[1-p(1-\omega)|x|^{\tau}\right]^{\frac{\lambda}{1-\omega}} & =\lim _{\omega \rightarrow 1} c|x|^{v-1}\left[1+p(\omega-1)|x|^{\tau}\right]^{\frac{\lambda}{-(\omega-1)}} \\
& =c|x|^{v-1} e^{-p \lambda}|x|^{\tau} . \tag{14}
\end{align*}
$$

When $p=1, \omega=0$ and replacing $\xi$ by $\xi-1$, then (10) gives

$$
\begin{equation*}
\left(P_{0+}^{\xi-1,0} f\right)(x)=\int_{0}^{x}(x-t)^{\xi-1} f(t) d t=\Gamma(\xi)\left(I_{0+}^{\xi} f\right)(x) \tag{15}
\end{equation*}
$$

where $\left(I_{0+}^{\xi} f\right)(x)$ denotes the left-sided Riemann-Liouville fractional integral operator [12].

Now, $\left[1-\frac{p(1-\omega) t}{x}\right]^{\frac{\xi}{1-\omega}} \rightarrow e^{-\frac{p \xi}{x} t}$ as $\omega \rightarrow 1_{-}$, then the operator (10) reduces to the Laplace transform of $f$ with parameter $\frac{p \xi}{x}$, which is represented as

$$
\begin{equation*}
\lim _{\omega \rightarrow 1_{-}}\left(P_{0+}^{\xi, \omega} f\right)(x)=x^{\xi} \int_{0}^{\infty} e^{-\frac{p \xi}{x} t} f(t) d t=x^{\xi} L_{f}\left(\frac{p \xi}{x}\right) \tag{16}
\end{equation*}
$$

Now we prove Theorem 2.2 using the following Lemma 2.1 given in [12].
Lemma 2.1. Let $\xi \in \mathbf{C}, \Re(\xi)>0, \mu \in \mathbf{C}, p \in \mathbf{R}^{+}$and $\omega<1$. If $\Re(\mu)>0$ and $\Re\left(\frac{\xi}{1-\omega}\right)>-1$, then

$$
\begin{equation*}
\left(P_{0+}^{\xi, \omega} t^{\mu-1}\right)(x)=\frac{x^{\xi+\mu}}{[p(1-\omega)]^{\mu}} \frac{\Gamma\left(1+\frac{\xi}{1-\omega}\right) \Gamma(\mu)}{\Gamma\left(1+\mu+\frac{\xi}{1-\omega}\right)} \tag{17}
\end{equation*}
$$

Theorem 2.2. Let $\xi, \mu, \nu \in \mathbf{C}, h>0, p \in \mathbf{R}^{+}$and $\omega<1$, such that $\Re(\xi)>0$, $\Re(\mu)>0, \Re(\nu)>-1, \Re(\mu+\nu)>0, \Re\left(\frac{\xi}{1-\omega}\right)>-1$. Then

$$
\begin{align*}
\left(P_{0+}^{\xi, \omega} t^{\mu-1}{ }_{h} J_{\nu}(t)\right)(x)= & \frac{x^{\xi+\mu}}{[p(1-\omega)]^{\mu+\nu}}\left(\frac{x}{2}\right)^{\nu} \Gamma\left(1+\frac{\xi}{1-\omega}\right) \\
(18) & \times{ }_{1} \Psi_{2}\left[\left.\begin{array}{c}
(\mu+\nu, 2) \\
(1+\nu, h),\left(1+\mu+\nu+\frac{\xi}{1-\omega}, 2\right)
\end{array} \right\rvert\,-\frac{x^{2}}{4[p(1-\omega)]^{2}}\right] . \tag{18}
\end{align*}
$$

Proof. Let $\mathcal{P}_{1}$ be the left-hand side of (18). Then, using (3), we have

$$
\mathcal{P}_{1}=\left(P_{0+}^{\xi, \omega} t^{\mu-1} \sum_{m=0}^{\infty} \frac{(-1)^{m}}{\Gamma(1+\nu+h m) m!}\left(\frac{t}{2}\right)^{\nu+2 m}\right)(x)
$$

On reversing the order of summation and integration, we obtain

$$
\mathcal{P}_{1}=\sum_{m=0}^{\infty} \frac{(-1)^{m}}{\Gamma(1+\nu+h m) m!}\left(\frac{1}{2}\right)^{\nu+2 m}\left(P_{0+}^{\xi, \omega} t^{\mu+\nu+2 m-1}\right)(x)
$$

On using Lemma 2.1, we obtain

$$
\begin{align*}
\mathcal{P}_{1}=\sum_{m=0}^{\infty} & \frac{(-1)^{m}}{\Gamma(1+\nu+h m) m!}\left(\frac{1}{2}\right)^{\nu+2 m}  \tag{19}\\
& \times \frac{x^{\xi+\mu+\nu+2 m}}{[p(1-\omega)]^{\mu+\nu+2 m}} \frac{\Gamma\left(\frac{\xi}{1-\omega}+1\right) \Gamma(\mu+\nu+2 m)}{\Gamma\left(1+\mu+\nu+2 m+\frac{\xi}{1-\omega}\right)}
\end{align*}
$$

with the help of (4), this leads to the right-hand side of (18).
When $\omega \rightarrow 1_{-}, \frac{\xi}{1-\omega} \rightarrow \infty$, then in (19), we can expand gamma function by using Stirling formula:

$$
\begin{aligned}
& \frac{1}{(1-\omega)^{\mu+\nu+2 m}} \frac{\Gamma\left(\frac{\xi}{1-\omega}+1\right)}{\Gamma\left(1+\mu+\nu+2 m+\frac{\xi}{1-\omega}\right)} \\
\rightarrow & \frac{\sqrt{2 \pi}\left(\frac{\xi}{1-\omega}\right)^{\frac{\xi}{1-\omega}+\frac{1}{2}} e^{-\frac{\xi}{1-\omega}}}{(1-\omega)^{\mu+\nu+2 m} \sqrt{2 \pi}\left(\frac{\xi}{1-\omega}\right)^{\mu+\nu+2 m+\frac{\xi}{1-\omega}+\frac{1}{2}} e^{-\frac{\xi}{1-\omega}}}=\frac{1}{\xi^{\mu+\nu+2 m}} .
\end{aligned}
$$

Hence,

$$
\lim _{\omega \rightarrow 1-}\left[P_{0+}^{\xi, \omega} t^{\mu-1}{ }_{h} J_{\nu}(t)\right](x)=\frac{x^{\xi+\mu+\nu}}{2^{\nu}(p \xi)^{\mu+\nu}}{ }_{1} \Psi_{1}\left[\left.\begin{array}{c}
(\mu+\nu, 2) \\
(1+\nu, h)
\end{array} \right\rvert\,-\frac{x^{2}}{4 p^{2} \xi^{2}}\right]
$$

which corresponds to the Laplace transform of the function $t^{\mu-1}{ }_{h} J_{\nu}(t)$.
Now, we prove the following result by assuming the case $\omega>1$ and using the equation (12).

Theorem 2.3. Let $\xi, \mu, \nu \in \mathbf{C}, h>0, p \in \mathbf{R}^{+}$and $\omega>1$, such that $\Re(\xi)>0$, $\Re(\mu)>0, \Re(\nu)>-1, \Re(\mu+\nu)>0, \Re\left(1-\frac{\xi}{\omega-1}\right)>0$. Then

$$
\begin{align*}
\left(P_{0+}^{\xi, \omega} t^{\mu-1}{ }_{h} J_{\nu}(t)\right)(x)= & \frac{x^{\xi+\mu}}{[-p(\omega-1)]^{\mu+\nu}}\left(\frac{x}{2}\right)^{\nu} \Gamma\left(1-\frac{\xi}{\omega-1}\right) \\
(20) & \times{ }_{1} \Psi_{2}\left[\left.\begin{array}{c}
(\mu+\nu, 2) \\
(1+\nu, h),\left(1+\mu+\nu-\frac{\xi}{\omega-1}, 2\right)
\end{array} \right\rvert\,-\frac{x^{2}}{4[-p(\omega-1)]^{2}}\right] . \tag{20}
\end{align*}
$$

Proof. Proof of Theorem 2.3 is similar as given in Theorem 2.2.

### 2.1. Representations in terms of product of two functions

In this section, we establish some results in terms of product of two functions using Hadamard product of power series defined in (7).

Theorem 2.4. Let $\xi, \mu, \nu \in \mathbf{C}, h>0, p \in \mathbf{R}^{+}$and $\omega<1$, such that $\Re(\xi)>0$, $\Re(\mu)>0, \Re(\nu)>-1, \Re(\mu+\nu)>0, \Re\left(\frac{\xi}{1-\omega}\right)>-1$. Then

$$
\left(P_{0+}^{\xi, \omega} t^{\mu-1}{ }_{h} J_{\nu}(t)\right)(x)=\frac{x^{\xi+\mu}}{[p(1-\omega)]^{\mu+\nu}}\left(\frac{x}{2}\right)^{\nu} \Gamma\left(1+\frac{\xi}{1-\omega}\right)
$$

$$
\times J_{\nu}^{h}\left(\frac{x^{2}}{4[p(1-\omega)]^{2}}\right) \cdot{ }_{2} \Psi_{1}\left[\begin{array}{c}
(1,1),(\mu+\nu, 2)  \tag{21}\\
\left.\left(1+\mu+\nu+\frac{\xi}{1-\omega}, 2\right) \left\lvert\, \frac{x^{2}}{4[p(1-\omega)]^{2}}\right.\right] . ~
\end{array} .\right.
$$

Proof. Let $\mathcal{P}_{2}$ be the left-hand side of (21). Then, using (3), we find that

$$
\mathcal{P}_{2}=\left(P_{0+}^{\xi, \omega} t^{\mu-1} \sum_{m=0}^{\infty} \frac{(-1)^{m}}{\Gamma(1+\nu+h m) m!}\left(\frac{t}{2}\right)^{\nu+2 m}\right)(x)
$$

On reversing the order of summation and integration, we obtain

$$
\mathcal{P}_{2}=\sum_{m=0}^{\infty} \frac{(-1)^{m}}{\Gamma(1+\nu+h m) m!}\left(\frac{1}{2}\right)^{\nu+2 m}\left(P_{0+}^{\xi, \omega} t^{\mu+\nu+2 m-1}\right)(x) .
$$

Using Lemma 2.1, we arrive at

$$
\begin{align*}
\mathcal{P}_{2}=\sum_{m=0}^{\infty} & \frac{(-1)^{m}}{\Gamma(1+\nu+h m) m!}\left(\frac{1}{2}\right)^{\nu+2 m}  \tag{22}\\
& \times \frac{x^{\xi+\mu+\nu+2 m}}{[p(1-\omega)]^{\mu+\nu+2 m}} \frac{\Gamma\left(\frac{\xi}{1-\omega}+1\right) \Gamma(\mu+\nu+2 m)}{\Gamma\left(1+\mu+\nu+2 m+\frac{\xi}{1-\omega}\right)}
\end{align*}
$$

By applying the Hadamard product (7) in (22) and in the view of (2) and (4), this leads to the right-hand side of (21).

Now, one can prove the following theorem for $\omega>1$ and using (12).

Theorem 2.5. Let $\xi, \mu, \nu \in \mathbf{C}, h>0, p \in \mathbf{R}^{+}$and $\omega>1$, such that $\Re(\xi)>0$, $\Re(\mu)>0, \Re(\nu)>-1, \Re(\mu+\nu)>0, \Re\left(1-\frac{\xi}{\omega-1}\right)>0$. Then

$$
\begin{align*}
\left(P_{0+}^{\xi, \omega} t^{\mu-1}{ }_{h} J_{\nu}(t)\right)(x)= & \frac{x^{\xi+\mu}}{[-p(\omega-1)]^{\mu+\nu}}\left(\frac{x}{2}\right)^{\nu} \Gamma\left(1-\frac{\xi}{\omega-1}\right) \\
(23) & \times J_{\nu}^{h}\left(\frac{x^{2}}{4[-p(\omega-1)]^{2}}\right) \cdot{ }_{2} \Psi_{1}\left[\begin{array}{c}
(1,1),(\mu+\nu, 2) \\
\left(1+\mu+\nu-\frac{\xi}{\omega-1}, 2\right)
\end{array} \frac{x^{2}}{4[-p(\omega-1)]^{2}}\right] \tag{23}
\end{align*}
$$

Proof. Proof of Theorem 2.5 is similar as given in Theorem 2.4.

## 3. $\mathcal{P}$-transform or pathway transform of ${ }_{h} J_{\nu}(z)$

In this section, we determine the pathway transform of generalized Bessel function (3) in terms of Fox $H$-function defined in (8) and (9).

The $\mathcal{P}$-transform or pathway transform is a generalization of Krätzel transform and of many existing integral transforms. In 2011, Kumar [5] gave the pathway transform which is obtained by using the pathway model of Mathai [7] and further developed by Mathai and Haubold [8] which is represented as,

$$
\begin{equation*}
\left(\mathcal{P}_{v}^{\omega, \delta, \gamma} f\right)(x)=\int_{0}^{\infty} \mathcal{D}_{\omega, \delta}^{v, \gamma}(x t) f(t) d t, x>0 \tag{24}
\end{equation*}
$$

where $\mathcal{D}_{\omega, \delta}^{v, \gamma}(x)$ is given as

$$
\begin{equation*}
\mathcal{D}_{\omega, \delta}^{v, \gamma}(x)=\int_{0}^{\infty} u^{v-1}\left[1+a(\gamma-1) u^{\omega}\right]^{-\frac{1}{\gamma-1}} e^{-x u^{-\delta}} d u, x>0 \tag{25}
\end{equation*}
$$

where $v \in \mathbf{C}, a>0, \delta>0$ and $\omega \in \mathbf{R}, \omega \neq 0, \gamma>1$. In this case, we say that (24) is a type- $2 \mathcal{P}$-transform. If we use kernel function

$$
\begin{equation*}
\mathcal{D}_{\omega, \delta}^{v, \gamma}(x)=\int_{0}^{\left[\frac{1}{a(1-\gamma}\right]^{\frac{1}{\omega}}} u^{v-1}\left[1-a(1-\gamma) u^{\omega}\right]^{\frac{1}{1-\gamma}} e^{-x u^{-\delta}} d u, x>0 \tag{26}
\end{equation*}
$$

with $v \in \mathbf{C}, a>0, \delta>0$ and $\omega>0, \gamma<1$ then we say that (24) is type-1 $\mathcal{P}$-transform. The $\mathcal{P}$-transform of both type- 1 and type- 2 are defined in the space $\mathrm{L}_{v, r}$ consisting of the Lebesgue measurable complex-valued functions $f$ for which

$$
\begin{equation*}
\|f\|_{v, r}=\left\{\int_{0}^{\infty}\left|t^{v} f(t)\right|^{r}\right\}^{\frac{1}{r}}<\infty \tag{27}
\end{equation*}
$$

for $1 \leq r<\infty, v \in \mathbf{R}$.
When $\delta=1, a=1$ and $\gamma \rightarrow 1$, one can observe that

$$
\begin{equation*}
\lim _{\gamma \rightarrow 1} \mathcal{D}_{\omega, 1}^{v, \gamma}=Z_{\omega}^{v}(x) \tag{28}
\end{equation*}
$$

where $Z_{\omega}^{v}(x)$ is the kernel function of the Krätzel transform, introduced by Krätzel [4] which is defined below as,

$$
\begin{equation*}
\mathcal{K}_{v}^{\omega} f(x)=\int_{0}^{\infty} Z_{\omega}^{v}(x t) f(t) d t, x>0 \tag{29}
\end{equation*}
$$

where

$$
\begin{equation*}
Z_{\omega}^{v}(x)=\int_{0}^{\infty} u^{v-1} e^{-u^{\omega}-x u^{-1}} d u \tag{30}
\end{equation*}
$$

Here, we find the type- $2 \mathcal{P}$-transform of generalized Bessel function by using the following lemma given in [5].

Lemma 3.1. Let $v, \mu \in \mathbf{C}, a>0, \delta>0, \omega \in \mathbf{R}, \omega \neq 0, \gamma>1$ and $\Re(\mu)>0$, such that $\Re(v+\delta \mu)>0$ and $\Re(1 /(\gamma-1)-(v+\delta \mu) / \omega)>0$ when $\omega>0$, $\Re(v+\delta \mu)<0$ and $\Re(1 /(\gamma-1)-(v+\delta \mu) / \omega)>0$ when $\omega<0$. Then type-2 $\mathcal{P}$-transform of power function is given by

$$
\begin{equation*}
\left(\mathcal{P}_{v}^{\omega, \delta, \gamma} x^{\mu-1}\right)(x)=\frac{\Gamma(\mu) \Gamma\left(\frac{v+\delta \mu}{\omega}\right) \Gamma\left(\frac{1}{\gamma-1}-\frac{v+\delta \mu}{\omega}\right)}{|\omega| x^{\mu}[a(\gamma-1)]^{\frac{v++\mu}{\omega}} \Gamma\left(\frac{1}{\gamma-1}\right)} . \tag{31}
\end{equation*}
$$

Remark 3.2. If $a=1, \delta=1$ with existing conditions of Lemma 3.1, then

$$
\begin{equation*}
\lim _{\gamma \rightarrow 1}\left(\mathcal{P}_{v}^{\omega, \delta, \gamma} x^{\mu-1}\right)(x)=\left(\mathcal{K}_{\omega}^{v} x^{\mu-1}\right)(x)=\frac{\Gamma(\mu) \Gamma\left(\frac{v+\mu}{\omega}\right)}{|\omega| x^{\mu}} \tag{32}
\end{equation*}
$$

where $\Re(\mu)>0$ and $\Re(v+\mu)>0$ when $\omega>0$ and $\Re(v+\mu)<0$ when $\omega<0$.
Theorem 3.3. Let $v, \mu \in \mathbf{C}, a>0, \delta>0, \omega \in \mathbf{R}, \omega \neq 0, \gamma>1, b>$ 0 and $\Re(\mu+\tau(\nu-2 s))>0$, such that $\Re(v+\delta(\mu+\tau(\nu-2 s)))>0$ and $\Re(1 /(\gamma-1)-(v+\delta(\mu+\tau(\nu-2 s))) / \omega)>0$ when $\omega>0, \Re(v+\delta(\mu+\tau(\nu-2 s)))<0$ and $\Re(1 /(\gamma-1)-(v+\delta(\mu+\tau(\nu-2 s))) / \omega)<0$ when $\omega<0$. Then, type- 2 $\mathcal{P}$-transform of generalized Bessel function (3) is given by, if $\omega>0$,

$$
\begin{align*}
{\left[\mathcal{P}_{v}^{\omega, \delta, \gamma} x^{\mu-1}{ }_{h} J_{\nu}\left(b x^{\tau}\right)\right](x)=} & \frac{1}{\omega x^{\mu+\nu \tau}[a(\gamma-1)]^{\frac{v+\delta(\mu+\tau)}{\omega}} \Gamma(1 /(\gamma-1))}\left(\frac{b}{2}\right)^{\nu} \\
(33) & \times H_{2,3}^{2,2}\left[\frac{b^{2}}{4 x^{2 \tau}[a(\gamma-1)]^{\frac{2 \delta \tau}{\omega}}} \left\lvert\, \begin{array}{c}
(1-\mu-\nu \tau, 2 \tau),\left(\frac{\omega-v-\delta(\mu+\nu \tau)}{\omega}, \frac{2 \delta \tau}{\omega}\right) \\
(0,1),(-\nu, h),\left(\frac{1}{\gamma-1}-\frac{v+\delta(\mu+\nu \tau)}{\omega}, \frac{2 \delta}{\omega}\right)
\end{array}\right.\right] \tag{33}
\end{align*}
$$

and if $\omega<0$
$\left[\mathcal{P}_{v}^{\omega, \delta, \gamma} x^{\mu-1}{ }_{h} J_{\nu}\left(b x^{\tau}\right)\right](x)=\frac{1}{\omega x^{\mu+\nu \tau}[a(\gamma-1)]^{\frac{v+\delta(\mu+\tau \nu)}{\omega}} \Gamma(1 /(\gamma-1))}\left(\frac{b}{2}\right)^{\nu}$

Proof. Let $\omega>0$. Then from (24) and (25), we have

$$
\left[\mathcal{P}_{v}^{\omega, \delta, \gamma} x^{\mu-1}{ }_{h} J_{\nu}\left(b x^{\tau}\right)\right](x)=\int_{0}^{\infty} \mathcal{D}_{\omega, \delta}^{v, \gamma}(x t) t^{\mu-1}
$$

$$
\begin{equation*}
\times \frac{1}{2 \pi i} \int_{L} \frac{\Gamma(s)}{\Gamma(1+\nu-s h)}\left(\frac{b t^{\tau}}{2}\right)^{\nu-2 s} d s d t \tag{35}
\end{equation*}
$$

Further simplification yields,

$$
\begin{align*}
{\left[\mathcal{P}_{v}^{\omega, \delta, \gamma} x^{\mu-1}{ }_{h} J_{\nu}\left(b x^{\tau}\right)\right](x)=} & \frac{1}{2 \pi i} \int_{L} \frac{\Gamma(s)}{\Gamma(1+\nu-s h)}\left(\frac{b}{2}\right)^{\nu-2 s} \\
& \times \int_{0}^{\infty} \mathcal{D}_{\omega, \delta}^{v, \gamma}(x t) t^{\mu+\tau(\nu-2 s)-1} d t d s . \tag{36}
\end{align*}
$$

Using Lemma 3.1, we obtain

$$
\begin{align*}
& {\left[\mathcal{P}_{v}^{\omega, \delta, \gamma} x^{\mu-1}{ }_{h} J_{\nu}\left(b x^{\tau}\right)\right](x) }  \tag{37}\\
= & \frac{1}{2 \pi i} \int_{L} \frac{\Gamma(s)}{\Gamma(1+\nu-s h)}\left(\frac{b}{2}\right)^{\nu-2 s} \\
& \times \frac{\Gamma(\mu+\tau(\nu-2 s)) \Gamma\left(\frac{v+\delta(\mu+\tau(\nu-2 s))}{\omega}\right) \Gamma\left(\frac{1}{\gamma-1}-\frac{v+\delta(\mu+\tau(\nu-2 s))}{\omega}\right)}{\omega x^{\mu+\tau(\nu-2 s)}[a(\gamma-1)]^{\frac{v \delta \delta(\mu+\tau(\nu-2 s))}{\omega}} \Gamma(1 /(\gamma-1))},
\end{align*}
$$

with the help of (8) and (9), this leads to the right-hand side of (33). Similarly, we can prove the result (34) for $\omega<0$.

Corollary 3.4. If $a=1, \delta=1$ with existing conditions of Theorem 3.3, then Krätzel transform of generalized Bessel function (3) is given by

$$
\begin{align*}
& \lim _{\gamma \rightarrow 1}\left[\mathcal{P}_{v}^{\omega, \delta, \gamma} x^{\mu-1}{ }_{h} J_{\nu}\left(b x^{\tau}\right)\right](x)  \tag{38}\\
= & \left(\mathcal{K}_{\omega}^{v} x^{\mu-1}{ }_{h} J_{\nu}\left(b x^{\tau}\right)\right)(x) \\
= & \frac{1}{\omega x^{\mu+\nu \tau}}\left(\frac{b}{2}\right)^{\nu} H_{2,2}^{2,2}\left[\frac{b^{2}}{4 x^{2 \tau}} \left\lvert\, \begin{array}{c}
\left.(1-\mu-\nu \tau, 2 \tau),\left(\frac{\omega-v-(\mu+\nu \tau)}{\omega}, \frac{2 \tau}{\omega}\right)\right] \\
(0,1),(-\nu, h)^{2}
\end{array}\right.\right]
\end{align*}
$$

for $\omega>0$ and

$$
\begin{align*}
& \lim _{\gamma \rightarrow 1}\left[\mathcal{P}_{v}^{\omega, \delta, \gamma} x^{\mu-1}{ }_{h} J_{\nu}\left(b x^{\tau}\right)\right](x)  \tag{39}\\
= & \left(\mathcal{K}_{\omega}^{v} x^{\mu-1}{ }_{h} J_{\nu}\left(b x^{\tau}\right)\right)(x) \\
= & \frac{1}{\omega x^{\mu+\nu \tau}}\left(\frac{b}{2}\right)^{\nu} H_{1,3}^{2,2}\left[\frac{b^{2}}{4 x^{2 \tau}} \left\lvert\, \begin{array}{c}
(1-\mu-\nu \tau, 2 \tau) \\
(0,1),(-\nu, h),\left(\frac{v+(\mu+\nu \tau)}{\omega},-\frac{2 \tau}{\omega}\right)
\end{array}\right.\right]
\end{align*}
$$

for $\omega<0$.
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