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ABSTRACT

CT is important role in the medical field, such as disease diagnosis, but the number of examination and CT 

images are increasing. Recently, deep learning has been actively used in the medical field, and it has been used 

to diagnose auxiliary disease through object detection during deep learning using medical images. The purpose of 

study to evaluate accuracy by detecting kidney and vertebrae during abdominal CT using object detection deep 

learning in YOLOv3. As a results of the study, the detection accuracy of the kidney and vertebrae was 83.00%, 

82.45%, and can be used as basic data for the object detection of medical images using deep learning.
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Ⅰ. INTRODUCTION

Computed Tomography (CT) is used in various 

medical fields such as disease diagnosis and biopsy, 

and the frequency of such examinations is rapidly 

increasing. With rapid hardware and software 

developments. CT can significantly shorten scan times 

and provide excellent quality images. Unlike simple 

X-ray, CT can acquire images of abdominal organs 

more easily. According to international standards, the 

images acquired using CT can be stored and 

transferred through a picture archiving and 

communication system (PACS). Whereas rapid 

diagnosis is necessary, an increase in CT scans and 

subsequent images has been identified as a factor that 

decelerates the diagnosis process[1]. Furthermore, 

diagnosis using CT imaging involves identifying 

organic relationships such as the shape, location, and 

size of organs. Recent advances in deep learning have 

significantly affected social and industrial sectors 

through predictions of greater accuracy. In addition, 

the accuracy and speed of image recognition and 

classification are improving and investigated the most 

actively in medical imaging[2]. The convolution neural 

network (CNN) and you only look once (YOLO) 

algorithms, specifically, are widely used for object 

detection in image recognition[3]. CNN is an artificial 

neural network primarily used in image recognition 

and uses convolution[4]. It is typically used for 

classifying images, videos and texts but has a 

limitation of a long processing time[5]. YOLO, on the 

other hand, is relatively quicker at recognition 

compared to CNN[6]. As such, this study aims to 

evaluate the accuracy of normal kidney and vertebrae 

recognition in abdominal CT images using YOLOv3.

Ⅱ. MATERIAL AND METHODS

1. CT image acquisition

In this study, 1000 pancreas CT images were 
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acquired from a cancer imaging archive[7], where 900 

of the images were used for deep learning training, 

and the remaining 100 images were used for 

evaluating the deep learning training.

2. Deep learning preprocessing

Yolo_mark was used for marking and labeling, as 

demonstrated in Fig. 1, where the bounding box on 

the kidney and vertebrae were for YOLOv3 transfer 

learning.

Fig. 1. Kidney and vertebrae labeling using 

YOLO_mark.

3. YOLOv3 network configuration and training

Seven convolution layers excluding the input and 

output layers were configured, and the input data 

were resized to 416 × 416 pixels. A 3 × 3 

convolution filter was applied to each layer; 1 was 

applied to padding and stride, followed by batch 

normalization. Furthermore, the activation function, a 

leaky rectified linear unit, was applied, as shown by 

the network displayed in Fig. 2[8,9].

Fig. 2. Diagram of YOLOv3 network.

The operating system, Ubuntu 16.04, GPU GeForce 

GTX 1080Ti 11GB, RAM 32G, was used for 

YOLOv3 training.

4. Analysis of deep learning progress

The YOLOv3 transfer learning progress was 

analyzed using the average loss, Region 82 and 94 

average intersection over union (IoU), class, .5R, and 

.75R. Average loss is an indicator of the error rate of 

the correct response, where a value closer to 0 

indicates proximity to the correct response in deep 

learning training. Region 82 is the largest mask that 

represents the prediction of small objects, whereas 

Region 94 is a medium mask. IoU, an analysis index 

used for each region, is an assessment tool used for 

object detection that is acquired by dividing the area 

of intersection of the bounding box (ground truth) of 

the actual object and the results of the object 

detection by the combined area of two bounding 

boxes; furthermore, it is used as an indicator of 

accuracy in object detection. The closer Eq. (1) is to 

1, the greater is the accuracy.

 
  

  
(1)

Furthermore, the closer the class and .5R, .75R 

indicators are to 1, the higher is the correct response 

rate. New weights were acquired through these 

indicators.

5. Analysis of deep learning model validation

Using the new weights acquired from YOLOv3 

transfer learning, 100 pancreas CT images were used 

to measure accuracy. Furthermore, the function of 

real-time detection using a camera was  confirmed.

Ⅲ. RESULT

As a result of YOLOv3 learning, no distinct 

learning effects were observed after 1520 epochs in 
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any indicator; hence, learning was discontinued.

1. Results of deep learning progress

1.1 Average loss

The results of average loss approached 0 after 300 

epochs. The learning progress was continued up to 

1520 epochs to improve the learning ability of 

Regions 82 and 94. The results of the epochs are 

shown in Fig. 3.

Fig. 3. Average loss value by epochs.

1.2 Region 82 and Region 94

The average IoU, class, .5R, and .75R at 1520 

epochs, were 0.82, 0.99. 1.00, and 0.81 for Region 

82, respectively, and 0.82, 0.99, 1.00, and 0.88 for 

Region 94, respectively. It was confirmed that the 

accuracy of each indicator improved with the increase 

in the number of epochs. The results are shown in 

Table 1 and Fig. 4.

Table 1. Results of YOLOv3 Region indicators by 

epochs

Region epochs Avg.IOU Class .5R .75R

82

100 0.16 0.59 0.00 0.00

300 0.34 0.68 0.12 0.00

500 0.39 0.71 0.40 0.05

750 0.71 0.99 0.91 0.25

100 0.71 0.99 0.97 0.37

1300 0.79 0.99 1.00 0.67

1520 0.82 0.99 1.00 0.81

94

100 0.20 0.31 0.05 0.00

300 0.42 0.60 0.34 0.05

500 0.52 0.95 0.59 0.09

750 0.69 0.99 0.95 0.31

100 0.76 0.99 0.97 0.61

1300 0.85 0.99 1.00 0.92

1520 0.82 0.99 1.00 0.88

(a) Results of Region 82

(b) Results of Region 94

Fig. 4. Results of YOLOv3 Region indicators by 

epochs.

2. Deep learning model validation

The accuracy verification on 100 pancreas CT 

images using weights generated from YOLOv3 

transfer learning demonstrated the accuracies of 

kidney and vertebrae detections of 83.00% and 

82.45%, respectively. Moreover, the function of the 

model during real-time detection using a camera was 

confirmed. The results are as shown in Fig. 5.

Fig. 5. Real-time CT image object detection using 

YOLOv3.
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Ⅳ. DISCUSSION

Many examinations have been performed owing to 

the increased use of CT in the field of medicine, 

resulting in delays in readings, etc. As such, a quick 

review and diagnosis is necessary; as such, various 

deep learning methods are applied in medicine[10-11]. 

Deep learning in medical imaging is used through 

various models, such as object detection for lesion 

diagnosis, medical image visualization using 

three-dimensional augmented reality, medical image 

segmentation using a U-net model and computer-aided 

diagnosis (CAD), with increasing accuracy and 

predictability following advancements in computer 

science[12-16]. In addition, Korean companies such as 

Lunit and VUNO are advancing deep learning in 

medical fields and plan to use it in clinical practice 

upon approval from the Ministry of Food and Drug 

Safety. In this study, an object detection model using 

pancreas CT images demonstrated organ detection 

accuracy exceeding 80%. It is apparent that in most 

previous studies, such as a cancer classification study 

by Gul et al. (AUC 0.989) and a study by Tokai et 

al. (80.9% accuracy), detection function accuracy 

ranged from a minimum of 80.9% to a maximum of 

89%[17-19]. As such, it can be concluded that the 

function of kidney and vertebrae detection in pancreas 

CT images using YOLOv3 is reliable. Nonetheless, 

learning was performed only for normal kidneys and 

vertebrae and hence the function in lesion diagnosis 

could not be verified. This indicates the necessity of 

implementing a real-time lesion detection model in 

future studies.

Ⅴ. CONCLUSION

YOLOv3 successfully recognized the kidneys and 

vertebrae within abdominal CT images in this study; 

hence, it may be used as basic data for medical image 

object detection using deep learning.
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딥러닝을 이용한 복부 CT 콩팥과 척추 검출 유용성 평가

이현종, 곽명현, 윤혜원, 류은진, 송현경, 홍주완*

을지대학교 보건과학대학 방사선학과

요  약

전산화단층촬영은 질병 진단 등 의료분야에 중요한 역할을 담당하고 있지만, 검사 건수 및 검사 별 영상 

증가가 지속되고 있다. 최근 의료분야에 딥러닝 이용이 활발히 이루어지고 있으며, 의료영상을 이용한 딥

러닝 중 객체 검출을 통해 보조적 질병 진단에 활용되고 있다. 본 연구는 객체 검출 딥러닝 중 YOLOv3 모

델을 이용하여 복부 CT 중 콩팥과 척추를 검출하여 정확도를 평가하고자 한다. 연구 결과 콩팥과 척추의 

검출 정확도는 83.00%와 82.45% 였으며, 이를 통해 딥러닝을 이용한 의료영상 객체 검출에 대한 기초자료

로 활용될 수 있을 것이라 사료된다.

중심단어: Computed Tomography, 장기, 딥러닝, YOLOv3, 객체 검출
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