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Abstract 

Indoor localization is one of the basic elements of Location-Based Service, such as indoor navigation, 
location-based precision marketing, spatial recognition of robotics, augmented reality, and mixed reality. We 

propose a Voxel Labeling-based visual positioning system using object simultaneous localization and mapping 

(SLAM). Our method is a method of determining a location through single image 3D cuboid object detection and 

object SLAM for indoor navigation, then mapping to create an indoor map, addressing it with voxels, and 
matching with a defined space. First, high-quality cuboids are created from sampling 2D bounding boxes and 

vanishing points for single image object detection. And after jointly optimizing the poses of cameras, objects, and 

points, it is a Visual Positioning System (VPS) through matching with the pose information of the object in the 
voxel database. Our method provided the spatial information needed to the user with improved location accuracy 

and direction estimation. 
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1. INTRODUCTION  

Object detection and SLAM are two important techniques in computer vision and augmented reality. In 

augmented reality, 3D objects also need localization for more physical interaction, and various sensors that 

can directly provide depth measurement such as laser-range finders and stereo or RGBD cameras can be used. 

Most of the state of art monocular approaches solve object detection and SLAM separately, relying on prior 

object models in general circumstances. Our method is a VPS through matching with Voxel Labeling database 

in indoor space using object detection and object SLAM, which can greatly improve 3D indoor environment 

understanding and augmented reality and virtual reality technology. 

 

2. RELATED RESEARCH 
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2.1  Cuboid using Single Image 3D Object Detection 

 

Detecting 3D objects from a single image is much more difficult than 2D because more object pose variables 

and camera projection geometry need to be considered. Existing 3D detection approaches can be divided into 

two categories: with prior models based or without prior models. 

With prior models: object poses that best suit RGB images can be found through key-point Perspective n-

Point (PnP) matching, manually created texture functions, or the latest deep network [1, 2]. 

Without prior models: objects are generally displayed as cuboids. A typical approach is to combine 

geometric modeling and learning. Objects are generated through the vanishing point by a combination of 

Manhattan edges or rays, and many 3D boxes are thoroughly sampled and then selected based on various 

situational features [3, 4]. CubeSLAM has expanded to operate without predicting the size and direction of the 

object using projection features to find a cube that fits perfectly into the 2D boundary box and estimating the 

vanishing point and one corner. As shown in Figure 1 also allows the remaining seven corners to be calculated 

analytically [5]. 

 

2.2  Object SLAM 

 

ObjectSLAM is a point-based visual SLAM algorithm, such as ORB SLAM and DSO [6, 7], and achieved 

impressive results in general environments. Recently, object-augmented mapping combining objects and 

augmentation proposed. ObjectSLAM generally has a method in which object and SLAM are decoupled or 

coupled. The decoupled approach first builds a SLAM point cloud map, and then further detects and optimizes 

3D object poses based on point cloud clustering and semantic information. Although it showed improved 

results compared to 2D object detection, the separation approach may fail if SLAM cannot build high-quality 

maps because the SLAM part has not been changed. The coupled approach is usually called object-level SLAM. 

Semantic Structure from Motion (SfM) jointly optimizes camera poses, objects, points and planes and 

SLAM++ is a practical SLAM system that uses RGB-D cameras and prior object models [8]. Recently, real-

time monocular object SLAM used a prior object model and there is also some end-to-end deep learning-based 

SLAM without object representations, such as DVSO [9, 10]. 

 

3. VPS BASED ON VOXEL LABELING USING OBJECT DETECTION 

3.1  System Structure 

 

Our method combines 3D object detection with SLAM pose estimation by generating cuboids from 2D 

image detection. As shown in Figure 1, after estimating position of camera and pose of object, it is a VPS 

through matching with our proposed voxel labeling database. First, a 2D object is detected from a 2D image 

acquired by a camera with a deep learning network such as YoLo convolutional neural networks. The cube of 

the object is estimated through the recognition of the 2D bounding box and sampling of the vanishing point. 

The selected cuboid is then further optimized with point and camera tracking via multi-view Bundle 

Adjustment (BA). Objects provide geometry and scale constraints in BA and depth initialization for difficult-

to-triangulate points. The object's cuboid is then matched with a database of known object's cuboid positions 

and poses based on voxel labeling. After matching each cuboid, the estimated camera position in the camera 

coordinate system is matched to a voxel-based database, and its position in the indoor 3D space can be 

determined. 
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            (a)            (b) 

Figure 1. VPS of based on voxel labeling using object SLAM. (a) Cuboids generated after 2D 

deep learning network detection, and (b) voxel labeling-based database 

3.2  Single Image 3D Object Detection 

 

Efficiently create 3D cuboids using 2D bounding boxes in 3D space. A typical 3D cuboid is created with 9 

degree of freedom parameters. As shown in Figure 2, the three vanishing points of the cuboid generated by 

our method are generated after being projected by the calibration matrix of the object and the rotated camera 

frame in a 2D bounding box. 8 corners of 2D bounding boxes are obtained based on the generated vanishing 

points. After creating a cuboid edge in 2D image space, the 3D pose of the cuboid is estimated. Calculate the 

3D position and dimensions of the cuboid using the Perspective-n-Point (PnP) solver. 

 

 

Figure 2. Cuboid proposals generation from 2D object box 

3.3  VPS based on voxel labeling 

 

The indoor space is defined and constructed as a database of voxel addresses. As shown in Figure 3(a), the 

3D pose of the object and the position of the camera can be tracked. The user's movement path and location 
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are determined by matching the estimated object pose information and the camera location information with 

the database object pose information of the voxel address as shown in Figure 3(b). 

 
 

 
       (a) (b) 

Figure 3. The architecture of the proposed approach. It has two main components: (a) a cuboid 

proposed in a point cloud, and (b) a voxel labeling database composed of box coordinates of objects 

4. CONCLUSION 

Our method is a VPS that matches the position and pose of an object in a defined space after estimating the 

cuboid of an object by learning the image acquired from the camera through deep learning. Generating and 

optimizing 3D cuboids with bounding boxes and vanishing points of objects in 2D image object detection 

using deep learning networks. We build a database on a voxel-by-voxel basis to determine the user's location 

and show that structured voxels can efficiently obtain high positioning accuracy and orientation estimation. 

We propose is a deep learning-based VPS using fixed objects indoors when GPS is not enough to provide 

customized augmented reality content to users. In the future, it will be applied to the augmented reality service 

system by estimating the position and pose of an object using a graph neural network with sufficient scalability 

and research value of deep learning. It is necessary to expand to navigation and scene analysis in indoor spaces 

without GPS using mobile devices. 
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