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Abstract 

3D modeling of the human body is an integral part of computer graphics. Among them, several studies have 

been conducted on hair modeling, but there are generally few studies that effectively implement hair and face 
modeling simultaneously. This study has the originality of providing users with customized face modeling and 

hair modeling that is different from previous studies. For realistic hair styling, We design and realize hair 

segmentation using FCN, and we select the most appropriate model through comparing PSPNet, DeepLab V3+, 

and MobileNet. In this study, we use the open dataset named Figaro1k. Through the analysis of iteration and 
epoch parameters, we reach the optimized values of them. In addition, we experiment external parameters about 

the location of the camera, the color of the lighting, and the presence or absence of accessories. And the 

environmental analysis factors of the avatar maker were set and solutions to problems derived during the analysis 
process were presented. 
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1. INTRODUCTION  

Recently, as the technology of 3D modeling of the human body has been developed, the market size of the 

field using 3D modeling of the human body is expanding. The size of the game industry including the 

metaverse, which is the main field of human modeling is 17.93 trillion won as of December 2020, which is an 

increase of 9.2% compared to the previous year and is expected to increase by about 7.4% to 18.268.3 billion 

won in 2021. As such, 3D modeling of the human body is used in various fields such as games, movies, 

medicine, and more recently, VR/AR contents [1, 2] such as metaverse. As interest in 3D modeling of the 

human body increases, the importance of 3D hair styling is expected to increase. As a related study of 3D hair 

styling [3], an automatic 3D hair model restoration method using a deep neural network was developed. High-

quality hair modeling can be implemented using deep neural networks [4]. Another study [5] describes a 3D 

hairstyle simulator using augmented reality. A 3D hairstyle simulator was developed based on NUI (Natural 

User Interface) and EHCI (Extended Human Computer Interaction). There are also several studies related to 

segmentation [6]. In this paper, to improve this problem, we propose a realistic hair styling technique that 

combines search-based automatic 3D hair modeling [7] and Avatar Maker [8] through FCN (Fully Connected 

Network). Executes partial hair region zoning using FCN specialized for regulating input portrait photos. It 
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also provides users with faster and more accurate face modeling using the avatar maker. 

In this paper, hair zoning using FCN and face modeling using an avatar maker are described. As such, it is 

intended to contribute to the development of 3D hair styling technology by providing realistic hair and face 

modeling to users. 

 

2. SYSTEM PROCESS 

The system process in this study consists of the sequence shown in Figure 1. In the hair modeling selection 

step, hair segmentation of the input image is performed using MobileNet, a FCN learning module. MobileNet 

proceeded with a module that optimized the epoch and iteration values. And the comparison procedure is 

carried out for a mapping of hair modeling from the hair modeling sets, which is similar to the hair 

segmentation image. In addition, the face modeling configuration step outputs a picture by optimizing the 

position of the camera. It also sets the color of the lighting and the presence or absence of accessories. Then, 

input the selected image of Avatar Maker and generate the face modeling. Finally, it provides users with a 

combination of hair modeling and face modeling. 
 

 

Figure 1. System process 

3. HAIR SEGMENTAITION USING FCN 

FCN is used to extract the hair region from the image of a person. FCN is a network that stores location 

information by changing the fully connected layer part of the upsampling part of the existing CNN [9] to a 1 

x 1 convolution layer [10]. PSPNet, DeepLab V3+, and MobileNet are selected to compare the error rate and 

learning speed according to the type of FCN model. The dataset used is Figaro1k [11], and as shown in Figure 

2, 840 training pictures and 210 testing pictures are provided. 
 

          

(a) Straight Hair              (b) Short Hair   (c) Men’s Short Hair         (d) Cully Hair 

Figure 2. Figaro1k dataset training images 
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The difference between PSPNet (Pyramid Scene Parsing Network) and general FCN is the Pyramid Pooling 

Module [12]. The existing FCN progressively interpolates the encoded information through the convolutional 

layer. The interpolated information goes through the convolutional layer again and becomes denser. It is a 

structure in which the Pyramid Pooling Layer is added in the middle [13]. DeepLabV3+'s spatial pyramid 

pooling (SPP) and encoder-decoder structures are used in semantic segmentation. SPP allows encoding of 

multi-scale contextual information, and the encoder-decoder structure allows for finer capture of object 

boundaries. It is DeepLabV3+ that combines the advantages of both methods and adds a simple but effective 

decoder to the previous version, DeepLabV3 [14]. MobileNet is a focused on model of weight reduction. 

MobileNet v1 reduced the total number of weights in the vgg model by replacing the convolutional layer with 

depth wise separable convolution and 1x1 conv [15]. As shown in Figure 3, the error rate and learning time 

were measured by learning using three modules. For the accuracy of the experiment, it was repeated a total of 

3 times. The epoch value was set to 5 times and the iteration value was set to 10 times. 

 

 

(a) Error Rate     (b)Training Time 

Figure 3. Error rate and training time with different FCN module 

     

(a) Epoch         (b) Iteration 

Figure 4. Error rate with different epoch and iteration value 
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As the result of the experiment, the change in the error rate according to the model was confirmed to be 

within 0.05, and it was confirmed that the speed of the lightweight model, MobileNet, was the fastest in the 

learning time. Therefore, as a result of comparing the learning time and error rate, MobileNet was selected for 

learning. In order to measure the effect of changes in Epoch and Iteration values on the error rate, an experiment 

was conducted with the selected module, MobileNet. The epoch value is the total number of sets that have 

been trained. Iteration determines how many training sessions per set. Epoch values were set 5 times, 10 times, 

15 times, and 20 times, and the iteration value was performed 10 times and 20 times. For accuracy, it was 

learned a total of 3 times. As shown in Figure 4, the error rate decreased as the epoch value increased. Also, 

there was no change in the error rate even when the iteration value was increased. However, as the number of 

times increases, the learning time is proportional, so when the learning time and the error rate are considered, 

the epoch value is set to 10 times and the iteration value is set to 10 times to construct the final learning model. 

 

4. FACE MODELING USING AVATAR MAKER 

Avatar Maker is a Unity editor extension that creates 3D avatars from portraits. You can use and create 

existing photos using your web camera in the Unity editor, and instantly create photo-like avatars. Before using 

the avatar maker, it was confirmed that the modeling changes depending on the location of the web camera 

and the presence or absence of accessories. In addition, lighting is a variable that determines the quality of the 

avatar. Therefore, the most efficient and accurate camera position, lighting, and presence or absence of 

accessories were set as parameters and analyzed. Before recognizing a person using a web camera, the position 

of the camera was set to 30 cm, 50 cm, and 100 cm, and the skin color of the neck and face was compared. 

Looking at the results in Figure 5, it can be observed that the skin color of the front and side parts of the face 

is most similar at 100 cm. The change of skin color according to the color of lighting was modeled using 

images illuminated with yellow and white lights. 

 

       

     (a) 30cm        (b) 50cm         (c) 100cm 

Figure 5. Modeling differences by distance 

As shown in Figure 6, in the image using white light, it can be seen that the overall skin tone is white, and 

in the image using yellow light, the skin tone is determined to be yellow. Therefore, realistic modeling can be 

obtained only when the lighting color is set according to the skin color of the person. We use HSV color model 

[16]. The accessories worn on the face were modeled with the most common image wearing glasses. 
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(a) White Light     (b) White light with hair model       (c) Yellow Light   (d) Yellow light with hair model 

Figure 6. Face Modeling differences by Light Colors 

    

Figure 7. Face Models including glasses 

 

(d) (e) (f) (g) (h)  

(a) Input photo, (b) Hair segmentation, (c) Face Model (d),(e),(f),(g), and (h) Face models with hair models 

Figure 8. Hair Segmentation and Hair-Face Modeling Pipeline 

(a)  (b)   (c)  
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Figure 7 shows the face modeling method of the avatar maker by cutting a person's face and attaching it to 

the front of the head created in advance. If modeling is carried out while wearing glasses, modeling of glasses 

is not implemented, and if a person with a small head or oversized glasses is worn, it can be observed that the 

glasses are distorted. The solution to the problems revealed through the experiments is to set the distance of 

the camera to 80cm to 100cm, to model after wearing glasses, to remove them, and to set the color of the 

lighting to be the most similar to the skin color. Based on these analysis results, Figure 8 shows the results 

generated by semi-automatically comparing the prepared hair dataset with the hair zoning part after realizing 

the face modeling using the avatar maker after performing hair zoning using FCN. Among them, select the 

hair modeling result most similar to the original photo. 

 

5. CONCLUSION & DISCUSSION 

As the human body 3D modeling related field has developed and the market size has grown, the importance 

of 3D hair styling has also increased. Existing hair modeling has a problem that the face and hair cannot be 

modeled together, and the variety of hair is insufficient. In this study, we investigated the error rate by Epoch 

and Iteraion values compared with the model implementation process of hair region using FCN to implement 

realistic hair styling. And we used the avatar maker to create the face model which could be the most efficient 

and accurate environment for face modeling. By analyzing the principles of PSPNet, Deeplab V3+, and 

MobileNet, and comparing the error rate and learning time for each model, the best model was selected and 

trained. When using the avatar maker, the location of the camera, the color of the lighting, and the presence or 

absence of accessories were set as environmental analysis factors. In addition, as a solution to the problems 

derived by analyzing the elements, the method of setting the distance of the camera to 80~100cm, matching 

the color of the lighting with the skin color, and detaching the accessories were presented. In future research, 

the goal is to search for the most similar hair model in the database using aspect ratio and HoG and to improve 

the real-time rendering color change and FCN speed by measuring the image color. Providing users with 

realistic hair styling is expected to not only increase the realism of various contents, but also promote the 

development and commercialization of hair styling technology in the field of 3D modeling of the human body. 
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