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Class Specific Autoencoders Enhance Sample Diversity
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Abstract

Semi-supervised learning (SSL) and few-shot learning (FSL) have shown impressive performance even then the volume of 
labeled data is very limited. However, SSL and FSL can encounter a significant performance degradation if the diversity gap 
between the labeled and unlabeled data is high. To reduce this diversity gap, we propose a novel scheme that relies on an 
autoencoder for generating pseudo examples. Specifically, the autoencoder is trained on a specific class using the available labeled 
data and the decoder of the trained autoencoder is then used to generate N samples of that specific class based on N random 
noise, sampled from a standard normal distribution. The above process is repeated for all the classes. Consequently, the generated 
data reduces the diversity gap and enhances the model performance. Extensive experiments on MNIST and FashionMNIST datasets 
for SSL and FSL verify the effectiveness of the proposed approach in terms of classification accuracy and robustness against 
adversarial attacks.
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I. Introduction

Deep learning neural networks have shown impressive 
performance in multiple do- mains i.e., image classi-
fication[1-5], text classification[7,6,8,9] and audio classi-

fication[10-12]. Supervised learning methods purely rely on 
labeled data and getting labeled data is time-consuming and 
tedious task [36,37] and labeled data is rarely available in 
large groups however, unlabeled data is available on a 
large scale [36,37,40,26,27].

One of the most popular techniques used for assigning 
pseudo labels on unlabeled data is Semi-Supervised 
Learning (SSL). In SSL, the model is first trained on the 
limited available labeled data and the trained model is then 
used to generate pseudo labels for the unlabeled data. The 
pseudo labeled data is then combined with the labeled data 
to retrain the model. If the level of diversity gap between 
the labeled and unlabeled data is low and the pseudo labels 
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of unlabeled data are of high confidence, the model can 
offer impressive performance[15-17].

However, SSL based techniques are not successful when 
the diversity of the dataset is high, resulting in incorrect 
pseudo labeling which in turns degrades the model 
accuracy. Few-shot learning (FSL) is another type of ma-
chine learning approach to learn from limited samples. It 
classifies new data with supervised information when lim-
ited training samples are available. Similar to the SSL, the 
problem of data diversity gap also exists in FSL[34]. To ad-
dress the above mentioned problem, we propose a novel 
way to generate diverse samples that reduces the diversity 
gap, thereby improving the model accuracy for both SSL 
and FSL. We first train an autoencoder for a specific class 
and pass random noise to the decoder for generating sam-
ples of the respective class where the noise is sampled from 
a normal distribution. Using this method we can generate 
N samples for a respective class. These generated samples 
when combined with the original labeled data can improve 
the model performance for SSL and FSL as well as in-
crease the robustness against adversarial attacks. Our main 

contributions in this work are as follows:
∙We propose a novel way of generating new samples 

using class specific autoencoders which are highly ca-
pable of producing diverse samples to reduce the di-
versity gap of the labeled and unlabeled data

∙Our approach improves the performance over previous 
SSL and FSL approaches

∙Samples generated by our approach show more ro-
bustness against adversarial attacks

∙We perform extensive experiments on MNIST and 
Fashion MNIST dataset to evaluate the effectiveness 
of the proposed approach

II. Related Work

1. Autoencoder 

An autoencoder is a kind of neural network that is de-
signed to encode input into a compact and meaningful rep-
resentation, then decode it so that the reconstructed input 

Fig. 1. Two-Step architecture, Step1: We train an auto-encoder on a selected class, Step 2: Sample random noise N times and pass it to 
the decoder to get new N samples of the respective class, Repeat the process for remaining classes
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is as close to the original as possible[13]. Autoencoders are 
used for various purposes i.e., data compression [13], super 
resolution[14], data generation[13] and many more. In order 
to bridge the diversity gap between labeled and unlabeled 
data, several studies employed data augmentation[19-23]. A 
few works also exploited autoencoder for data augmenta-
tion[40,24,5,27]. Tachibana et. al.[40] divided the latent repre-
sentation of autoencoder into two parts; one is used for 
style learning and the other for content learning. During 
training, the autoencoder is regularized by learning a prior 
distribution on both parts to make them separate. Jorge et. 
al.[24] suggests that any kind of transformation on data is 
problem independent. And based on that the author applied 
transformation on latent space rather than on data and cre-
ated samples that are helpful in semi-supervised learning.

Elbattah et. al.[25] explored variational autoencoder (VAE) 
for image-based augmentation for eye-tracking data. Re- 
cently, semi-supervised based encoder-decoder[27] archi-
tecture has been introduced that can generate new samples 
using Gaussian noise for a given mean and standard 
deviation. Using this architecture data is generated which 
is then combined with already labeled data for training the 
classifier. However, their performance is limited due to not 
having more diversity. In contrast, the proposed approach 
generates the noisy samples to increase diversity, which 
improves performance.

2. Semi-supervised learning

SSL is defined as a method to utilize the unlabeled data 
by exploiting the limited amount of labeled data. Numerous 
different methodologies have been proposed to increase the 
performance of SSL based methods[41,30,18]. Lee et. al.[41] used 
both labeled and unlabeled data simultaneously to train the 
model in a supervised manner. Pseudo-labels to unlabeled da-
ta are assigned by picking maximum probability predictions. 
Arazo et. al.[30] generated soft pseudo-labels using a trained 
network and showed that naive pseudo-labeling easily over-

fits the wrong pseudo-labels due to confirmation bias. Sohn 
et. al.[18] produced pseudo-labels based on model predictions 
on unlabeled images that are weakly augmented. The pseu-
do-label is only considered for a specific image if the model 
makes a high-confidence prediction. After pseudo-labeling, 
the model is trained to predict pseudo-label of the same im-
age that is strongly augmented.

3. Few-Shot Learning

When only labeled data is available in a limited quantity, 
FSL is used to effectively train a model. Various techni-
ques have been introduced[35,31,32,26] to get impressive per-
formance using FSL. Asadulaev et. al.[35] trained a network 
for each class separately and then distilled it to a small net-
work and used a linear function for both large and small 
networks. Hariharan et. al.[32] proposed a two phases 
approach. Where the model learns representations of fea-
tures on the classes having a large number of training ex-
amples, and then in the low-shot learning phase, the model 
learns using only a few number of examples. Kimura et. 
al.[26] used a large model as a reference, trained on a few 
number of samples, and then knowledge distillation is per-
formed from large to small model.

layer type dimensions comments
input layer 784

fully connected 500 relu activation
fully connected 500 relu activation
fully connected 2000 relu activation

latent layer fully connected 10
fully connected 2000 relu activation
fully connected 500 relu activation
fully connected 500 relu activation

output layer 784 sigmoid activation

Table 1. Autoencoder architecture used in experiments

Previous works[13,19,27] used autoencoder to generate all 
class(es) samples during training as data augmentation and 
it is difficult to distinguish the samples of specific class, 



Teerath Kumar et al. : Class Specific Autoencoders Enhance Sample Diversity  847

so we use autoencoder as data augmentation in a very nov-
el way to generate the samples that are easy to distinguish 
and helps in improving the performance.

Ⅲ. Method

We divide our approach into two phases: (i) training 
phase; and (ii) sample generation phase. In the training 
phase, an equal number of labeled samples are randomly 
taken from all of the classes. After that M number of class 
specific autoencoders are trained where the number of 
classes Ci = 1, 2, ...,M. On the other hand, in the sample 
generation phase, the decoders are first detached from the 
autoencoders. Then N random noises are passed to each of 
the decoders to generate the subsequent N number of sam-
ples from each of the classes. Fig. 1 presents the overall 
architecture of the proposed approach and algorithm 1 ex-
plains the algorithm of the proposed approach.

1. Training Phase

We utilize the autoencoder following the state-of-the-art 
work as shown in Table 1. The encoder comprises 5 layers 
with the dimension of 784, 500, 500, 2000 and 10 and the 

decoder comprises 5 layers with the dimension of 10, 2000, 
500,500 and 784. We use stochastic gradient descent for 
training[43] with Mean Square Error (MSE) as a loss func-
tion as shown in Eq. 1

MSE n


i 

n

yiyi
 (1)

where  is the original input and  is reconstructed input 

and n is the number of input used in a batch.

layer type dimensions Comments

input layer (28, 28, 1)

CNN (28, 28, 64) 64 are filters  kernel 3 × 3; stride 1

BN (28, 28, 64) 64 are filters with relu activation

CNN (28, 28, 64) 64 are filters kernel 3 × 3; stride 1

BN (28, 28, 64) 64 are filters with relu activation

CNN (14, 14, 64) 64 are filters kernel 3 × 3; stride 2

BN (14, 14, 64) 64 are filters with relu activation

Flatten 12544

fully connected 512 (Connections)

BN 512 with relu activation

Dropout 512 dropout rate = 0.5

fully connected 10 (Classes) softmax activation; 
class prediction

Table 2. CNN used for SSL. Taken from [27]

Algorithm 1:  Algorithm to generate samples per class 
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layer type dimensions comments
input input layer (28, 28, 1)
CNN (28, 28, 16) 16 are filters kernel 3 × 3; stride 2
BN (28, 28, 16) 16 are filters with pRelu activation

Dropout 512 dropout rate = 0.5
CNN (28, 28, 16) 16 are filters kernel 3 × 3; stride 1
BN (28, 28, 16) 16 are filters with pRelu activation

Dropout Dropout dropout rate = 0.5
CNN (28, 28, 32) kernel 3 × 3; stride 1
BN (28, 28, 32) with pRelu activation

Dropout Dropout dropout rate = 0.5
fully connected 1000  (Connections)

BN (28, 28, 132) with pRelu activation
Dropout DropOut dropout rate = 0.5

fully connected 10  (Classes) softmax

Table 3. CNN used for FSL. Taken from [26] 2. Sample Generation Phase

Once the autoencoder is trained for a specific class, we 
detach the decoder part of the network. Then we pass N 
random noise to the decoder to generate N number of sam-
ples from the respective class. Where the random noise is 
sampled from a Gaussian distribution with mean µ = 0 and 
standard deviation σ = 0.1, reason of using mean and stand-
ard deviation values is that they are standard to use, as fol-
lows:

px 


e





x


(2)

Fig. 2. Number of samples generated vs accuracy for each class on MNIST and FashionMNIST datasets

Table 4. Performance of the proposed method compared to the previous approaches. Best and 2nd best results are respectively shown in blue 
and red color

MNIST FashionMNIST
Semi-supervised learning

Models 100 1000 100 1000

CCNs 0.765±0.003 0.89 ± 0.02 0.66±0.01 0.803±0.001

CCNs(MS) 0.811 ± 0.006 0.945 ± 0.001 0.724±0.008 0.836±0.001

CNNs(Ours) 0.78± 0.019 0.89±0.006 0.725 ± 0.021 0.799 ± 0.014

Few-Shot learning
Models 10 20 50 100 200 10 20 50 100 200

NN 37.9 46.0 66.0 78.3 86.7 39.3 47.9 58.3 64.9 71.3
GP 39.9 51.6 64.6 73.2 80.0 44.6 52.4 59.9 65.7 71.4
Imt 43.5 51.2 67.7 78.1 86.1 43.6 50.9 60.0 67.3 72.5

Imt, opt 44.1 53.7 70.0 79.5 86.7 41.2 49.7 60.1 67.3 72.2
Imt, opt, fd 44.1 53.9 70.4 80.0 86.6 44.8 52.7 62.1 67.3 72.5

Our 46.3 54.3 59.4 67.4 76.4 48.20 56.10 58.8 65.8 69.49
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where   is a random noise vector of dimension 1 x 10. 
The generated samples are then used to train SSL and FSL 
approaches. 

Ⅳ. Experiments

1. Datasets 

To check the effectiveness of our proposed approach, we 
perform experiments on MNIST[50] and FashionMNIST[51] 
datasets. MNIST is a 10 digits (0 to 9) dataset, which con-
sists of 60000 training images and 10000 test images where 
each image has a size of 28x28 pixels. And FashionMNIST 
is a classification dataset for clothes and accessories. It also 

consists of 10 classes and contains 60000 training images 
and 10000 test images of size 28 × 28 pixels each.

2. Experimental Setup

We train the autoencoder with a learning rate of 0.1 for 
250 epochs. For classification, we use 3 layers convolu-
tional neural network (CNN) architecture for SSL as shown 
in Table 2 and for FSL we used 3 layers CNN as shown 
in Table 3. Reason for choosing different model archi-
tecture for SSL and FSL is only for fair comparison 
purposes. For both SSL and FSL, the model is trained for 
100 epochs using a learning rate of 0.01 with Adadelta [33] 
optimizer. The results are reported on average of five runs 
accuracy. In the proposed method, N is a hyperparameter 

Fig. 3. Comparison of different adversarial attacks on MNIST dataset. We compare fully super- vised learning with SSL, and FSL using the 
proposed approach

Fig. 4. Comparison of different adversarial attacks on the FashionMNIST dataset. We compare fully supervised learning with SSL, and FSL 
using the proposed approach
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that defines the number of samples to be generated by the 
decoder. It is worth noting that the model performance var-
ies with the value of N. As a result, it is crucial to choose 
the optimal value of N. We generate samples ranging from 
1000 to 5000 with an interval of 1000. For each SSL case, 
we choose the optimal value of N and repeat the experi-
ments for five times. Optimal N for FashionMNIST and 
MNIST can be seen in Fig 2. In the case of FSL, we gen-
erate 10,000 samples by following state-of-the-art methods 
[26].

3. Results

We performed experiments for SSL and FSL, and for a 
fair comparison, we cited the results from relevant work 
using the same architecture for SSL and for FSL as shown 
in Table 2 and Table 3, respectively. In Table 4 for FSL 
results, we used abbreviation terms due to limited space, 
Imt=Imitation, opt=optimize, fd=fidelity. Here the term 
"imitation" represents the loss that is introduced to reduce 
overfitting between reference and target model during dis-
tillation; "optimize" that is used to select samples that in-

crease the diversity of the data; and "fidelity" selects high 
confident samples based on their weights. Table 4 presents 
the performance comparison of the proposed method with 
other state-of-the-art methods where the term "CNNs" re-
fers to the CNN that is trained on selected labels as a pure-
ly supervised learning and "SSL(MS)" refers to the 
semi-supervised learning with samples generated by au-
toencoder alongside mean and standard deviation layer. In 
SSL, 100 and 1000 labeled samples are used for both the 
MNIST and FashionMNIST datasets. The proposed method 
outperforms the FashionMNIST dataset on 100 samples 
cases and achieves competitive results on other cases. In 
FSL, 10, 20, 50, 100 and 200 supervised samples of 
MNIST and FashionMNIST are used. Our approach out-
performs previous FSL technique in four cases 10 and 20 
supervised samples of MNIST and FashionMNIST even 
previous FSL technique applied imitation, optimization and 
fidelity. For the rest of the cases, the proposed approach 
achieves competitive results.

Furthermore, we check the robustness of our approach 
against adversarial attacks on models trained using SSL 
and FSL. Here we apply three different adversarial attacks 

Fig. 5. Samples generated by class specific autoencoder
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i.e., Projected Gradient Descent Attack (PGDA)[46,45], Fast 
Gradient Attack[46] and Deep Fool Attack that is a simple 
and fast gradient-based adversarial attack[46]. Fig. 3 and 
Fig. 4 present the performance comparison of the proposed 
method on MNIST and FashionMNIST datasets, respec- 
tively. In Fig. 3 and Fig. 4, SL indicates the supervised 
learning on the entire labeled dataset, SSL(n) indicates 
semi-supervised learning with n labeled samples per class 
and FSL(n) indicates model using few-shot learning trained 
with n samples per class. Both of the figures show that the 
performance of SL falls drastically with increased levels of 
attack indicated by the value of epsilon. In contrast, the 
performance of SSL and FSL using our approach is more 
stable as compared to SL. It is because samples generated 
by the proposed method include noisy examples as shown 
in Fig. 5, which in turn increase the robustness against ad-
versarial attacks.

Ⅴ. Conclusion

In this paper, we proposed a novel way of generating 
pseudo examples using an autoencoder that is trained on 
a limited amount of labeled data of a specific class. The 
trained decoder is then used as a generator to produce new 
samples based on random noise, sampled from a normal 
distribution. The generated samples are diverse in nature 
that reduces the diversity gap, thereby improving the model 
performance in both of the SSL and FSL approaches and 
outperforms the state-of-the-art methods. Specifically, the 
proposed method achieves the best classification accuracy 
of 89.0% and 72.5% on MNIST and FashionMNIST data-
set, respectively when applied for SSL approach. Also, it 
achieves the best classification accuracy of 46.3% and 
48.2% on MNIST and FashionMNIST dataset, respectively 
when applied in FSL approach. Furthermore, the proposed 
method helps to increase the model robustness against ad-
versarial attacks compared to the supervised learning 

approach. One key disadvantage of the proposed approach 
is, it takes more training time during sample generation, 
as we are training autoencoder for each class separately, 
so it depends on the number of classes. Future work direc-
tion is how to make training faster?
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