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I. INTRODUCTION  

 

 Recently, different form factors of wearable computing 

have been commercialized with the introduction of 

products such as Google Glass Enterprise Edition 2, 

Microsoft HoloLens 2, and Facebook Oculus Quest 2. 

These smart wearable glasses are demonstrating great 

potential for extended reality (XR) applications covering 

various configurations of augmented reality (AR), virtual 

reality (VR), and mixed reality (MR). On these smart 

wearable glasses, a different set of interaction method is 

required. Lee and Hui surveyed various possible interaction 

methods for smart glasses [1]. Among the classified 

interaction methods, touchless inputs, hands-free 

interaction, and voice recognition interaction methods are 

useful in XR training applications where users’ hands are 

preoccupied to carry out tasks. Moreover, we believe that 

users in XR training can be supplied with rich, high-quality, 

pre-defined, and external data sources such as YouTube 

videos and open public data API (Application 

Programming Interface), beyond consuming simple audio 

contents [2]. 

 

Our contributions in this paper are as follows. 

 We propose a general framework for utilizing self-

instruction contents hands-free on the smart wearable 

glasses. 

 We introduce a content preparation method using 

structured procedural timestamps with YouTube 

videos and open public data API. 

 We demonstrate feasibility of our approach by 

identifying several use case scenarios and 

implementing a proof-of-concept application on the 

smart wearable glasses. 

 

II. RELATED WORK 

 

  Fiorella and Mayer refer to instruction video as “a video 

lesson that is intended to help people learn targeted material” 
[3]. In [3], learning outcomes with instructional video can 

be improved by segmenting the video (i.e., “breaking the 

video into parts and allowing students to control the pace of 

the presentation” [3]) and providing mixed perspective [3]. 

Similarly, the effectiveness of a video tutorial has been 

reported [4]. Smart glasses have been used for self-training 
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using Vuzix Blade [5] and between a group of people using 

Google Glass Enterprise Edition 2 [6].  

In comparison to related works, we attempt to design and 

implement a self-instruction training application that uses 

rich, high-quality, pre-defined, and external data sources 

such as YouTube videos and open public data API. Remote 

collaboration or telementoring [7], [8] scenarios involve 

human mentors explicitly providing feedback and 

instructions, instead we integrate external data sources as 

self-sufficient instruction and training materials. 

 

III. SELF-INSTRUCTION TRAINING 

SCENARIOS 

 

Our paper is organized as shown in Fig. 1. In this section, 

we first illustrate two motivation scenarios where a 

wearable device (i.e., smart glass) can be useful. These two 

concrete scenarios are used to elicit application 

requirements in Section IV. Using the elicited requirements, 

we propose and design a smart glass application based on 

video contents, public API, and procedural timestamp 

structure. Then, we show a proof-of-concept (PoC) 

implementation by developing a series of processors for 

data source, metadata, speech recognition, and user 

interface (UI) events.  

 

 
Fig. 1. Presented contents organization and its relationship among 

the subsequent sections. 

 

We target self-instruction training scenarios for workouts 

and cooking where the user’s hands are already pre-

occupied as shown in Fig. 2, Fig. 3, and Fig. 4. Compared 

to the mobile device platform (i.e., a user watching 

YouTube video while holding a smartphone), users using 

our application would perform hands-free interaction while 

watching instructions on the display of the smart wearable 

glass. 

 

3.1. Workout Scenario 

Our workout scenarios involve two sub-use cases. The 

first use case is when the user performs a workout outside 

or without full-length mirrors. In this case, the users do not 

observe themselves performing actual workout as shown in 

Fig. 2. The second use case is when performing a full-body 

exercise or training that the users need to evaluate. In this 

case, the user continuously checks, assesses, and corrects 

their physical movements if needed as shown in Fig. 3.  

 

 
Fig. 2. Self-instruction scenarios for simple and outside workouts. 

 

 
Fig. 3. Self-instruction scenarios for workouts using full-length 

mirrors. 

 

Similar concepts of smart mirrors have been introduced 

[9][10] for training and healthcare purposes, but our 

application can entirely run on the smart wearable glass 

using a typical full-length mirror. For example, there are 

non-wearable approaches. FitMirror [11] is a smart mirror 

system that analyzes users with a Microsoft Kinect attached 

to the mirror without any other display device. Virtual 

fitness options have three categories of online fitness 

classes, personal training, and equipment-based training as 

identified in [12]. Our target category is personal training 

to provide “an experience similar to a one-on-one personal 

training session” [12] unobtrusively. 

 

3.2. Cooking Scenario 

  Another popular “how-to” video category is cooking. 

Cooking requires the user to follow instructions on a video. 

This scenario would be best suited, if the user’s hands are 

free to use cooking utensils and ingredients as illustrated in 

Fig. 4. In this case, the users can follow instructions 

displayed on the display of the smart wearable glass while 

freely operating their hands. A similar approach was 

proposed by Papadaki et al. where recipe steps were 

presented sequentially as regular text or symbolic language 

for children with cognitive impairments [13].  

 

 
Fig. 4. Self-instruction scenarios for cooking. 
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IV. SELF-INSTRUCTION TRAINING 

APPLICATION ON WEARABLES 

 

There are three major components in our proposed self-

instruction training application on wearables. The three 

major components are voice-based user interface (UI), 

instructional contents as data sources, and self-instruction 

presentation via Google Glass Enterprise Edition 2 (GG 

EE2). Fig. 5 represents the proposed general framework for 

a wearable self-instruction application. 

 

 
Fig. 5. The proposed general framework for a wearable self-

instruction application. 

 
4.1. Voice-based User Interface 

  Since the user’s hands are preoccupied, we used voice-

based UI for interacting with the self-instruction training 

application on wearables. Voice commands are adopted in 

several commercial smart glasses such as Google Glass and 

Microsoft HoloLens. Voice-based UI is problematic in 

noisy environments, so a noise-free environment is 

preferred. Also, voice-based UI is suitable for personal use 

rather than for the shared environment. Lastly, to avoid 

accidental activation, an accurate voice recognizer is 

required with a small set of pre-defined commands. Voice-

based UI is used as an input modality as well as an output 

modality. For example, text instructions are narrated by 

text-to-speech (TTS). 

 

4.2. Instructional Contents as Data Sources 

  To provide self-instruction, we integrate two types of 

data sources. The first type is instructional videos found on 

YouTube. Instructional videos are used to demonstrate a 

technical process by showing how to do or use something. 

They are often used for teaching and lectures in form of 

tutorial and training videos. The second type is public data 

provided via open APIs. For example, there are open APIs 

for retrieving cooking recipes and steps in texts (i.e., 

Korean food and recipe information from National Institute 

of Agricultural Sciences). 

 

4.3. Self-Instruction Presentation 

Based on the data source type, self-instruction 

presentations can take two different formats. If YouTube 

instructional videos are used as the data source, then the 

video is played on the smart glass’s display while the user 

can navigate between instruction steps which are pre-

marked by a unique timestamp. If public open data is used 

as the data source, then the retrieved cooking recipes and 

steps can be presented as a slide presentation with short 

keywords, pictures, and TTS-generated narratives. A 

similar approach was employed in the work of Kim et al. 

[14], where graphical guidance “composed of a sequence of 

images that show tasks in nursing skills” [14]. In this work, 

a physical touchpad was used to navigate between 

instructions constraining the user’s hands. 

 

V. PROTOTYPE IMPLEMENTATION 

 

We implemented a prototype of the self-instruction 

training application as a smartphone application using 

Samsung Galaxy A31 (SM-A315N) (Fig. 6) and an 

application on an Android Virtual Device (AVD) emulator 

using GG EE2 hardware profile (imported hardware profile 

from https://github.com/googlesamples/glass-enterprise-

samples/blob/master/HardwareProfile/glass_ee2_hardware

_profile.xml) (Fig. 7), respectively.  

 

 
Fig. 6. A prototype application on an Android smartphone. 

 

 
Fig. 7. A prototype application on a GG E2 AVD emulator (640 x 

360 resolution display). 

 

Two versions of our application differ in the provided 

user interface. The smartphone applications also provides 

several buttons (i.e., touch-based UI) to control the video 

sources, while the smart glass version provides a simple UI 

that listens for the user’s voice commands. The smart glass 

version was designed and implemented targeting Google 

Glass Enterprise Edition 2, but also can be run on other 

Android-based smart glasses. For the increased 

compatibility on Android development, we used an AVD 
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with 640 x 480 resolution and landscape orientation using 

API level 29 (Android 10.0) as an SDK as shown in Fig. 8. 

 

 
Fig. 8. The used GG E2 AVD emulator configuration. 

 

More specifically, we developed our applications using 

Android Studio (Arctic Fox, 2020.3.1 Patch 2) as an IDE 

with Java programming language. To playback YouTube 

videos, we used YouTube Android Player API library 

(https://developers.google.com/youtube/android/player). 

This library requires a developer key (i.e., API key) and 

video id (i.e., YouTube video id) to play YouTube videos 

on the Android platform. A code snippet using this library 

with the provided API key and video id is shown in Fig. 9.  

 

 
Fig. 9. YouTube Android Player API using API key and video id. 

 

5.1. Voice-based User Interface 

Since the user’s hands are preoccupied, we used voice-

based UI for interacting with the self-instruction training 

application on wearables. We used Android API 

(android.speech.SpeechRecognizer) to implement voice 

recognition for voice commands. Table 1 shows voice 

commands for controlling instruction videos. If no 

procedural timestamps are provided, the rewind and fast 

forwards skips 10 seconds backward and forward. 

Fig. 10 shows a code snippet for processing voice 

commands to its equivalent video control commands. A 

user’s voice command is turned into String type by using 

Speech-To-Text (STT) using SpeechRecognizer class, 

(https://developer.android.com/reference/android/speech/S

peechRecognizer). The value in this String variable is 

compared to find the correct command, then 

seekRelativeMillis() method with to rewind or fast forward 

video with the provided relative video position using 

milliseconds as the unit. A similar approach was explored 

in CuisiNavi system [15] for the cooking guidance system, 

but they have explored a gesture recognizer instead of a 

speech recognizer. Their gesture recognition module 

detected predefined user activities such as cutting, peeling, 

and mixing with a timing management module [15]. 

 

Table 1. Voice commands for controlling instruction videos. 

Commands Korean (Default) English 

Play/Pause “재생”, “재생해줘” “Play”, “Pause” 

Rewind “전으로”, “뒤로” “Rewind” 

Fast Forward “앞으로”,”조금후” “Fast Forward” 

Fullscreen “전체화면” “Fullscreen” 

Exit “꺼줘”, “종료” “Exit” 

 

 
Fig. 10. A code snippet for processing voice commands. 

 

5.2. Instructional Contents 

For preparing YouTube videos as a data source, we used 

YouTube API. We included 3 cooking videos and 3 

workout videos as shown in Table 2 and Table 3, 

respectively. One of the requirements for quality 

instructional content was concise video length. We wanted 

the length of the video to be not too short or long since the 

user has to wear a smart glass and perform certain types of 

activities (i.e., cooking and workout) that can easily burden 

users and increase physical fatigue. 

From the YouTube site, each video’s video IDs are 

extracted and used in our application to playback the videos 

with previously mentioned YouTube Android Play API 

with an API key and a video ID. Video IDs embedded in 

our application were VoYqcKiqqGE, p9Nn7AqoJpA, 

AFVw4NLHWx8, 4aI2kfahWP0, PmCBeGCGgpo, and 

fbYu5yzo4lc which can be also checked and played in a 

web browser, by adding a prefix of “https://youtu.be/” to 
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each video id. 

Table 2 shows 3 instruction videos for Korean cooking 

recipes for Korean noodles with wild chives, ddangcho 

kimbap, and spam dubu jjaggul e. 

 
Table 2. Sample cooking videos. 

Instructional Videos Length (MM:SS) 

https://youtu.be/VoYqcKiqqGE 

3:15 

https://youtu.be/p9Nn7AqoJpA 

3:24 

https://youtu.be/AFVw4NLHWx8 

3:05 

 

These 6 video contents are manually selected considering 

that the video has clear steps and procedures. For example, 

cooking recipes are displayed as a separate insert in cooking 

videos and step numbers are displayed in workout videos. 

Table 3 shows workout videos for killer legs workout, 

workout to lose belly fat, and Tabata home training. 

 
Table 3. Sample workout videos. 

Instructional Videos Length (MM:SS) 

https://youtu.be/4aI2kfahWP0 

12:14 

https://youtu.be/PmCBeGCGgpo 

12:10 

https://youtu.be/fbYu5yzo4lc 

10:30 

 

Workout videos typically run for 10+ minutes as the user 

performs in real-time, while cooking videos only run for 3+ 

minutes with the user’s explicit pauses to follow the 

instructions. There is one big difference between these two 

different types of video content. To provide actual workout 

experience and timing, workout videos are often presented 

as a one-to-one trainer to trainee style. This characteristic 

helps even novice users to follow instructions and perform 

workouts in more proper ways.  

Instruction videos with procedural timestamps such as 

videos illustrated in Table 4 and 5, can be played backwards 

and forwards to skip to next or previous procedure/steps. 

 
Table 4. Instructional cooking videos with procedural timestamps. 

Instructional Videos 
(https://youtu.be/VoYqcKiqqGE) 

Timestamp 

(MM:SS) 

Introducing ingredients 

0:13 

Preparation 

0:17 

Cooking step 

0:59 

Cooking step 

2:04 
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Table 5. Instructional workout videos with procedural timestamps. 

Instructional Videos 

(https://youtu.be/fbYu5yzo4lc) 

Timestamp 

(MM:SS) 

Cross knee touch 

1:42 

Sprinter 

4:42 

Knee drive 

6:13 

Inchworm 

6:57 

Kick back 

9:12 

 

To integrate public data via open API, we tested with 

Korean Food Recipe API 

(http://koreanfood.rda.go.kr/kfi/openapi/ckryService) to 

retrieve cooking recipes and instructions as shown in Fig. 

11. In the XML data, we parsed <ckryDetailList>, 

<ckryInfo>, and <ordr>. The <ordr> elements represent 

steps and <ckryInfo> elements represent instructions as 

shown in Fig. 12. By using a similar mechanism, we can 

use other public data via open API to request data in XML 

or JSON and extracting relevant elements. 

 

 
Fig. 11. Open APIs provided by National Institute of Agricultural 

Science on Korean cooking recipes and food information 

(http://koreanfood.rda.go.kr/kfi/openapi/useNewGuidance).    

 

 

 
Fig. 12. A sample XML data retrieved as cooking recipe and 

instruction information. 

 

VI. CONCLUSION 

 

In this paper, we designed and implemented a self-

instruction training application on wearables that uses rich, 

high-quality, pre-defined, and external data sources such as 

YouTube videos and open public data API. By integrating 

already available external instruction contents, we believe 

that self-instruction training on wearables can be a feasible 

and useful application for everyday tasks and casual users. 

Current version of our prototype needs further work to be 

ported to the real smart glasses including GG EE2 and 

Realwear HMT-1. For example, since there are no YouTube 

App and Google Play Services, currently it is not possible 

to use YouTube on GG EE2. So, we need to modify the 

viewer to play stored local instructional videos without 

YouTube. Also, GG EE 2 uses different APIs for voice 

commands, so this module should be modified accordingly 

as well. In future work, we will investigate how to 

automatically extract and author timestamp and procedural 
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information from instructional videos. With these added 

automatic timestamp and extraction modules, instructional 

videos from several data sources can easily be converted to 

readily-available content for self-instructional application 

on smart glasses. 
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