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1 |  INTRODUCTION

Pottery is considered to be the most common material 
used by humans over the past several thousand years [1]. 
Archaeology is a discipline that studies the remnants of early 
human civilization [2], exploring the lives of ancient peoples 
by examining their remains. Artifacts are often found at ar-
chaeological sites in a fragmented state. The process of manu-
ally reconstructing large numbers of small pieces of unknown 
objects—for which thousands of irregular fragments could 
be involved—is difficult and expensive. Additionally, the 
process may require years of tedious work [3]—especially in 
case of absent pieces—or could require laborious effort and 
experienced archaeologists [2,4]. Significant developments 
in computer technologies have improved the reconstruction 

procedures for fragmented archaeological objects [5–9]; a 
large proportion of this has relied on the fact that pots are 
axially symmetric. Some researchers have proposed a com-
plete framework with which to automatically assemble pots 
from 3D fragments [10,11]. These authors have assumed 
that the objects have been made using a potter’s wheel, and 
as such they rely upon the axial symmetry around the cen-
ter of an object in order to reconstruct it from its fragments. 
Therefore, these approaches cannot be applied in the case of 
axially asymmetrical objects. The first aim of this work is to 
propose a novel algorithm to form part of a robust prototype 
procedure for the reconstruction of 3D objects, despite the 
existence of gaps, by exploiting geometric features (in partic-
ular, the slopes of the fragment edges), as well as a method of 
finding appropriate locations for matching. Finally, this work 
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a backpropagation neural network. We test the algorithm on several models of ce-
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aims to propose a new method for aligning and matching two 
different edges of a pair of fragments and finding the cor-
responding point set, which is important to matching many 
types of fragments.

2 |  SYSTEM OVERVIEW

It has become very popular to use three-dimensional meas-
urements to reconstruct archaeological artifacts [12]. The 
main focus of this section is to propose a system for recon-
structing the original form of ancient 3D objects; to achieve 
this, we propose a method comprised four major phases:

• 3D model acquisition using a 3D laser scanner device.
• Extraction of features from fragment edges.
• Application of a backpropagation neural network (BNN) 

algorithm for classification.
• Application of a Euclidean distance algorithm for match-

ing pairs of fragments.

2.1 | Datasets for 3D model acquisition

In order to apply the proposed method, this work uses the 
3D point clouds of modern ceramic fragments, obtained via 
a 3D laser scanner. This study uses the edges of new pottery 
because they are sharp and easy to analyze; however, for old 
pottery edges that have been partially erased, an algorithm 
for optimizing the edges should be applied prior to the pro-
posed method. The 3D laser scanner has an image resolution 
of 640 × 480 visual grading analysis, and images are taken 
under invariant illumination to avoid the influence of shad-
ows. In order to obtain a full 3D model, the ceramic object is 
scanned from all sides [13] (ie, from different angles) as the 
table rotates slowly in front of the scanner. After the scan has 
been completed, the fragments are stored in a Stl file format 
using the MATLAB application. We use the real datasets, 
which consist of two groups; each group represents one ves-
sel and is comprised of three fragments, as shown in Figure 1.

2.2 | Feature extraction

Feature extraction is an important component of pattern rec-
ognition. Typically, the dimensions of the feature are less 
than those of the original image size [14]. Therefore, this 
process facilitates the subsequent classification process. 
Generally, edges are considered an important feature for 
image analysis and computer vision [15] because they re-
flect useful information about the orientation and location 
of each edge point [16]. One of the first steps archaeologi-
cal workers undertake when trying to assemble fragments 
is to match the edges of the fragments, that is, to extract 
its geometric features [17]. Next, they take the edges of the 
fragments into consideration and examine their textures. 
Therefore, we use the edges of the fragments to reconstruct 
the objects. Detecting the contours of an object from its sur-
face's 3D point cloud is a challenging task, so the following 
procedure is applied to obtain them.

Step 1: Find all edges in the mesh and note which internal 
edges are repeated.

Step 2: Determine the uniqueness of the edges.
Step 3: Determine the pixel count for each unique edge.
Step 4: Extract edges that occur only once.
As mentioned above, the goal of this work is to deter-

mine the correct location from which to begin matching a 
pair of fragments, then from there to continue matching 
the rest of the parts of the fragment pair. If we suppose any 
object has four directions (North, South, East, and West) 
such that the contour of the fragment is divided into four 
parts of as equal a size as possible. This facilitates the iden-
tification of the region from which to start the matching 
process. Each part is divided into sub-contours, and each 
sub-contour consists of five points. To obtain the features, 
we use the slope of the sub-contour, which is a basic feature 
that can be employed to classify fragments. Figure 2 and 
the following algorithm demonstrate the 3D slope of each 
part [18].

F I G U R E  1  Two groups of 3D fragments F I G U R E  2  Visualization of a 3D slope
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Step 1: Suppose that the first point is A, with the 3D co-
ordinates (x1, y1, z1), and that the last point is B, with the 3D 
coordinates (x2, y2, z2).

Step 2: Draw a line passing through the points A and B.
Step 2.1: The components of the vector AB are:

Step 2.2: Compute the vertical difference between the two 
3D points, as

Step 2.3: Compute the horizontal distance between the 
two 3D points, as

Step 3: Calculate the slope using

The other features adopted in this work are the minimum, 
maximum, mean, and variance between the points of each 
part, which are calculated for the coordinates of each point (x, 
y, and z). This work follows the algorithm below.

Step 1: Calculate the minimum xi, minimum yi, and mini-
mum zi.

Step 2: Calculate the maximum xi, maximum yi, and max-
imum zi.

Step 3: Calculate the mean xi, mean yi, and mean zi.

where n = 5 points.
Step 4: Calculate the variance of xi, variance of yi, and 

variance of zi.

2.3 | Recognition process

Our approach aims to reconstruct pottery fragments by exploit-
ing the fact that the two edges of the fragments match when 
they have the same geometry [19]. Therefore, to detect the 
joints between a pair of sub-contours according to the similarity 

features, we use a BNN algorithm; this is a powerful mapping 
network that has been applied successfully to a wide range 
of problems [20]. The BNN algorithm is a supervised train-
ing network, it is composed of two fundamental procedures: 
feed-forward propagation and feed-backward propagation. 
Feed-forward propagation involves sending signals through 
the network from the input neurons and obtaining an output. 
Backpropagation allows the network to learn from its mistakes. 
After training, a testing phase is carried out by implementing 
the feed-forward procedure without changing the weight matri-
ces. The BNN algorithm is as follows [21,22].

Step 1: Initialize weights and offsets.
Set all weights to small random values between (–1 and 

1).
Step 2: Select inputs and desired outputs.
Select a continuous-valued input vector (x0, x1,  ..., xn–1) 

and specify the desired outputs (d0, d1, ..., dm–1). If the net is 
used as a classifier then all desired outputs are typically set to 
zero except for the output corresponding to the class the input 
is from, for which the desired output is 1. The input can differ 
for each trial or samples from a training set can be presented 
repeatedly until weights stabilize.

Step 3: Calculate actual outputs.
Use the sigmoid nonlinearity of the following equation to 

calculate the outputs y0, y1, …, ym–1.

Step 4: Adapt weights.
Use a recursive algorithm that starts at the output nodes 

and works backwards to the first hidden layer. Adjust weights 
using the following equation.

In this equation, wij(t) is the weight between the hidden or 
input node i to node j at time t; w'j is either the output of node 
i or is an input; η is a gain term; and δj is an error term for 
node j. If node j is an output node, then

where dj is the desired output of node j and yj is the actual output.
If node j is an internal hidden node, then

Here k is summed over all nodes in the layers in front node 
j. Internal node thresholds are adapted in a similar manner by 
assuming that they are the connection weights on links from 
auxiliary constant-valued inputs. Convergence is sometimes 
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faster if a momentum term is added and the weight change is 
smoothed out by

where 0 < α < 1.
Step 5: Repeat by returning to Step (2) until y ≈ t, that is, 

when y is roughly equal to t.
After extracting feature vectors, we use matrices (13 × 144), 

where the second fragment consists of 67 sub-contours and 
the third fragment consists of 77 sub-contours; thus the sum 
is equal to 144 sub-contours to represent the two fragments; 
each one consists of four parts that are available in the system's 
database. Before training a neural network, we must normalize 
the inputs and the network. Furthermore, the database con-
tains the values of the desired output layer. The outputs of the 
appropriate 8-bit code are arbitrarily assigned to each original 
input pattern. The network structure consists of three layers: 
the first is the input layer, consisting of 13 nodes in addition 
to the weights and biases; the second layer represents the hid-
den layer, consisting of 30 nodes and was found suitable for 
this problem through experiment; the last layer is the output 
layer, consisting of eight units that represent the eight classes 
of patterns. It was noted that a learning rate of 0.05 and a mo-
mentum term of 0.9 can be used to give the best recognition 
results. Test data are in the range of (1, –1) [2]. The input will 
be the first layer of the network, so it will pass signals to the 
hidden layer nodes of backpropagation. The implementation 
of the network is shown in Figure 3.

2.4 | Aligning 3D point cloud of fragments

Immediately after recognizing the sub-contours used to 
match fragment pairs, an alignment algorithm is applied to 
match the pairwise 3D point clouds representing the frag-
ments. The two fragments have smooth surfaces of various 
shapes and sizes; each mesh contains 3 × N and 3 × M ma-
trices, where M and N are different lengths ranging between 
3000 to 9000 points. The 3D alignment method is considered 
a difficult task by many authors [23]. The reason for this is 
that it needs to identify the angle by which the fragment sur-
faces rotate around the z-axis. Moreover, a transformation 
algorithm needs to be applied to one of the clouds in order 

to bring it as close as possible to the others, to achieve the 
best-fitting alignment. This is shown in Figure 4.

To address the problem of the alignment of 3D cloud 
points, several authors have introduced methods of applying 
various algorithms, such as the iterative closest point and nor-
mal distribution transform algorithms [24]. Unfortunately, 
most of these methods are only able to align two or more 
scans via their surfaces, whereas this work needs to match the 
two sides of different fragments. Therefore, this work applies 
an algorithm to match two edges from different fragments. 
For the two fragments A and B, one is considered fixed, and 
the other follows. Recognizing pairs of sub-contours between 
the fragment edges of A and B will indicate the same point in 
the space and be considered a match. Often this is performed 
simply by matching each point with its closest neighbor in the 
other cloud. In this case, the rotation angle R and the trans-
lation T between the two fragments must be computed. To 
obtain a random alignment between the two fragments, the 
following algorithm is implemented on a fixed fragment (A).

Step 1: Find the center of fragment A,

where the xyz data of fragment (A) is

Step 2: Accumulate a matrix (H) as

Step 3: Use singular value decomposition (SVD) to find 
the direction of most variance, and rotate the data to make 
this the x-axis, as follows:
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F I G U R E  3  Schema of network implementation
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F I G U R E  4  Rotation and transformation of one fragment onto 
another
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where U has dimensions m × n and is orthogonal (its col-
umns are eigenvectors of AAT); V has dimensions n × n and 
is orthogonal (its columns are eigenvectors of ATA); and D 
has dimensions n × n and is diagonal (it contains non-neg-
ative real values known as singular values). If H has dimen-
sions m × n and m is greater than n, then SVD computes 
only the first n columns of U and S has dimensions n × n.

Here, V is the direction of greatest variance. 
Step 4: Move the data up the x-axis so all the points are 

at x ≥ 0, using

After bringing the A dataset to the origin by applying 
the above algorithm, the optimal rotation (matrix R) and the 
translation T should be determined. As shown in Figure 5, 
in order to match the edges of fragment B with the corre-
sponding points along the edges of fragment A, the rotation 
and transformation processes should be applied.

Any 3D object can be rotated around one of the three 
axes (x-axis, y-axis, and z-axis), according to the rota-
tion angles αx, αy, and αz [23], as shown in Figure 6. To 
achieve this, the angles between 3D points should be 
computed.

Once the pairs of 3D sub-contours for different fragments 
have been recognized, they can be used as the start of the 
fragment matching procedure. Consider the following three 
points:

P1 = (x1, y1, z1) represents the first point on the sub-contour 
of the moving fragment.

P2 = (x2, y2, z2) represents the first point on the sub-con-
tour of the fixed fragment.

P3 = (x3, y3, z3) represents the last point on the sub-con-
tour of the fixed fragment.

As shown in Figure 7, the vector from P1 to P2 can be 
obtained by subtracting the coordinates of P1 from the coor-
dinates of P2 [25], via

The magnitude of a vector between two points can be ob-
tained according to the following formula [26]:

To find the angle between the two vectors using the dot prod-
uct definition, let ��⃗v1 =
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⟩
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vectors in 3D space [19], thus
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F I G U R E  6  Rotation of 3D matrices around 3D Cartesian 
coordinate axes [23]
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In this case, the angle α was obtained as the inverse cosine 
(cos–1, measured in degrees) of the elements of the matrix. 
Next, the object can be rotated about the x-axis, y-axis, or z-
axis, using the matrices below [23].

About the x-axis:

About the y-axis:

About the z-axis:

Next, to provide a solution for the object rotation, (31) is 
applied.

where C is the new 3D point cloud, P is the old 3D point cloud, 
and R represents the rotation matrices. As shown in Figure 8, 
the optimum rotation is about the x-axis, hence this work uses 
this type. Another problem is how to add the different distances 

between the two object's coordinates, to transform (T) the object 
and match the two sides of the pairs of different objects.

Therefore, in order to provide a solution for R and T, as 
shown in (32), we suppose B is the 3D point cloud data of the 
moving fragment, thus

Here R and T are the transformations applied to the 3D point 
cloud PB, to align it with 3D point cloud A as much as possible.

Finally, in order to obtain the optimal match, the Euclidean 
distance formula is applied between the coordinates of each 
point on the sub-contour of fragment B and the coordinates 
of each point on the corresponding sub-contour of the fixed 
fragment, the shortest distance is then chosen. Given two 
points a and b, the Euclidean distance is:

Given the point b, and a set of points A, the Euclidean dis-
tance is:

where b and ai indicate the values of the points that represent 
the two sub-contours which have been classified as A and B; n 
is the vector size.

3 |  EXPERIMENTAL SETUP

The aim of this experiment is to employ these features, in-
cluding the slope, to classify and reconstruct objects. The fol-
lowing steps explain the conducted experiment in detail.

3.1 | 3D model

After executing the algorithm, the 3D fragment model files 
are loaded in the memory. Figure 9 shows the original frag-
ments and the 3D models of the fragments. These three frag-
ments represent one vase.
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F I G U R E  8  Rotation of object around three axes
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3.2 | Feature extraction

Figure  10 shows the results of applying the procedure 
used to obtain the contours for each fragment. In order to 
recognize the region that matches with the corresponding 
part, each contour is divided into four approximately equal 
parts, as shown in Figure 11. Each part is independent of 
the others.

Next, for each fragment, a procedure is applied to di-
vide each part into sub-contours. The five points in the 3D 
coordinate system (xi, yi, zi) represent the size. The first 

fragment consists of 51 sub-contours, the second consists of 
67 sub-contours, and the last consists of 77 sub-contours, for 
all four parts. The results of applying the slope algorithm are 
shown in Tables 1 and 2. Table 1 shows the slope of the first 
fragment according to the 51 sub-blocks and Table 2 shows 
the slope of the second fragment according to the 67 sub-
blocks, for all four parts.

Figure 12 shows the slope of sub-contours for the pairs of 
fragments. As can be seen inside the rectangle, the parts of 
the two curves have approximately similar shapes. This is ev-
idence that the two fragments may be matched in the region 
between the 17th and 43rd points because here the two dif-
ferent fragments have a similar slope where the two segment 
curves begin to match. This result is obtained when we apply 
the recognition algorithm. In addition, for each sub-contour 
the maximum, minimum, mean, and variance values are ex-
tracted; Tables 3–6 demonstrate these quantities for one frag-
ment, respectively.

3.3 | Recognition process

In order to recognize the parts of the fragment that match 
with the corresponding part of another fragment, we apply 
the neural network tools in the MATLAB software to the fea-
tures of the sub-contours.

Figure 13A and 13B display the implementation of the net-
work. During the training of the neural network, updates to the 
known datasets and desired outputs continuously appear in the 
window. This window contains the performance, the magni-
tude of the performance gradient, and the number of validation 
checks. It is worth noting that the training stops after the mean 
square error reaches a minimum of 1.00e–5. Furthermore, the 
window of the neural network training reflects the maximum 
number of training epochs, which represents the iterations re-
quired to complete training. In this experiment, although we 
assumed 1000 epochs, the network completed training in 391 
iterations, in which an epoch is one cycle through the entire set 
of training vectors; the weights are updated during each epoch 
until the error between the output and target is at a minimum. 
From the training window, we can access the regression plot 
that demonstrates the relationship between the outputs of the 
network and the targets in four plots (training, validation, test, 
and all performances). Here, the training R is 0.98444, and 
for all it is 0.9869. This indicates that there is an exact linear 
relationship between outputs and targets.

The purpose of learning sample data is to classify and pre-
dict new data successfully. After completion of all steps, the 
performance of the trained network is evaluated by testing 
new data inputs in the network. In order to classify the un-
known part of the fragment, we feed the data for the unknown 
part into the input layer of the network and test it through the 
feed-forward phase. Next, we compute the actual output; a 

F I G U R E  9  (A) Three original fragments; (B) 3D models of 
fragments uploaded to system

(A)

(B)

F I G U R E  1 0  Boundaries of three fragments

F I G U R E  1 1  Dividing the contour into four equal-sized 
segments
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part of the fragment is a successful match if the maximum 
value between the computed output nodes is close to 1.

Table 7 shows the result of the first part of the first frag-
ment. We can see the matching of a pair of fragments that 
begins in the first sub-contour and the first node, this rep-
resents the first part of the corresponding fragment because it 
achieves 0.99769, it is a maximum value across eight nodes. 
Here, we adopt the maximum value across eight nodes be-
cause we assign 1 to the present part and zeros otherwise.

In order to match the pairs of sub-contours for different 
parts, we measure the distance between the sub-contour of 

No Slope/Part 1 No Slope/Part 2 No Slope/Part 3 No Slope/Par t4

1 0.247112 14 0.048806 27 –0.05442 40 –0.25479

2 0.180028 15 –0.03905 28 –0.1421 41 0.010533

3 0.108561 16 –0.05184 29 –0.19199 42 0.292315

4 –0.06668 17 –0.04528 30 –0.23394 43 0.739107

5 –0.33496 18 0.0225 31 –0.36583 44 0.75811

6 –0.38933 19 0.380067 32 –0.43145 45 0.70935

7 –0.39305 20 0.460829 33 –0.49704 46 0.603671

8 –0.53467 21 0.810121 34 –0.55073 47 0.489838

9 –0.53807 22 0.342211 35 –0.65745 48 0.277209

10 –0.11877 23 0.146291 36 –0.76818 49 0.222547

11 0.05065 24 0.201791 37 –0.79443 50 0.282332

12 0.160863 25 0.093604 38 –0.79318 51 0.27005

13 0.134512 26 0.0173 39 –0.25052    

T A B L E  1  Slope for each part of the 
first fragment

No Slope/Part 1 No Slope/Part 2 No Slope/Part 3 No Slope/Part 4

1 1.0619 18 –0.0874 35 –0.668 52 0.8772

2 1.1551 19 –0.3539 36 –0.5092 53 0.3118

3 1.1235 20 –0.2252 37 0.1681 54 0.0572

4 0.8297 21 –0.1796 38 0.4203 55 –0.0959

5 0.5592 22 –0.1747 39 0.5484 56 –0.3523

6 0.3583 23 –0.2286 40 0.6561 57 –0.1025

7 0.1263 24 –0.3089 41 0.7012 58 0.1453

8 0.0508 25 –0.3957 42 0.1487 59 0.0568

9 0.0182 26 –0.4395 43 –0.3022 60 0.0485

10 –0.204 27 –0.4758 44 –0.4493 61 0.0707

11 –0.3542 28 –0.5678 45 –0.3509 62 0.1016

12 –0.5275 29 –0.6162 46 –0.2733 63 0.0854

13 –0.6315 30 –0.6296 47 –0.2771 64 0.229

14 –0.675 31 –0.7 48 –0.062 65 0.9327

15 –0.426 32 –0.7533 49 0.2894 66 1.0712

16 0.0555 33 –0.8038 50 0.5936 67 0.6909

17 0.4154 34 –0.9029 51 0.7893    

T A B L E  2  Slope for each part of the 
second fragment

F I G U R E  1 2  Slope for all sub-contours of a pair of fragments
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the first fragment—which has been classified as P—with the 
sub-contour of a corresponding fragment Q; the matching is 
achieved when the joint (P, Q) is minimized, as shown in 
Figure 14. Then, we reduce the distance by applying the al-
gorithm designed earlier for aligning the 3D point clouds of 
the fragments. Figures 15 and 16 represent the results of the 
first and second sets, respectively.

To evaluate the performance of the proposed method, 
the same pot fragments used we study [11] were analyzed. 
Their framework depends on the idea that the pot is axially 
symmetric, so they use the outer surface of the fragments. 
The features include a rotation of the surface, the profile 
of the curve, the outer break curves, and the junctions of 

the outer break curve, whose types are Y and T. It is as-
sumed that all measurements are distributed according to 
a Gaussian distribution and that the fragments are reas-
sembled by applying the maximum likelihood estimation. 
Moreover, the authors applied a Bayesian approach to for-
mulate and merge the four parameters; they manage to as-
semble 10 of the 13 fragments belonging to one pot, as 
shown in Figure 17.

After applying the proposed method, the result is an entire 
reassembled pot in its original shape without any gaps, as 
shown in Figure 18.

In cases when the pieces were missing due to long storage, 
because this work uses the advantage of the slope features, it 

T A B L E  3  Maximum values for each part of the first fragment

No

Part 1

No

Part 2

No

Part 3

No

Part 4

X1 Y1 Z1 X2 Y2 Z2 X3 Y3 Z3 X4 Y4 Z4

1 –33.23 65.73 483.1 14 28.8 –43.91 465.9 27 108.3 66.75 491 40 40.73 171.7 434.3

2 –32.26 59.26 485.1 15 40.52 –39.77 466 28 105.4 80.03 490 41 34.67 162.9 431.7

3 –30.89 47.81 486.9 16 53.96 –33.36 465.5 29 102.7 91.85 488.4 42 27.52 153.4 434.6

4 –30.75 31.16 487.1 17 63 –28.12 464.8 30 98.74 105.8 485.7 43 20.61 145.7 443.2

5 –31.52 12.19 485.5 18 71.51 –22.95 464.5 31 93.68 118.4 482.3 44 10.54 138.4 448.9

6 –32.63 –1.066 481 19 80.61 –18.23 467.9 32 88.7 126.8 477.4 45 4.594 133.9 456.3

7 –32.23 –10.93 477.3 20 88 –14.49 471.7 33 85.42 137 473.5 46 –3.466 127.4 462.6

8 –31.16 –19.73 473.7 21 97.44 –9.029 479.7 34 80.12 144 467.4 47 –11.47 118.8 468.5

9 –24.86 –29.89 468.1 22 107.4 0.147 484.6 35 75.57 154.6 462.4 48 –18.22 109.3 472.2

10 –14.85 –36.98 462.6 23 112.5 9.942 486.1 36 69.66 160.4 455 49 –23.44 99.78 474.7

11 –3.074 –41.14 462.1 24 113 25.7 489.2 37 65.66 165.1 449.4 50 –28.09 90.39 476.8

12 7.749 –44.57 463.7 25 112.2 40.07 490.7 38 62.42 172 445.1 51 –31.11 82.03 480.1

13 19.37 –45.89 465.3 26 110.7 54.65 491 39 54.44 174.6 436.9        

T A B L E  4  Minimum values for each part of the first fragment

No

Part 1

No

Part 2

No

Part 3

No

Part 4

X1 Y1 Z1 X2 Y2 Z2 X3 Y3 Z3 X4 Y4 Z4

1 –33.32 60.47 481.8 14 20.8 –45.69 465.5 27 106.4 57.76 490.5 40 35.56 164.3 432

2 –33.16 49.86 483.4 15 30.9 –43.29 465.6 28 103.2 71.15 488.7 41 28.98 155.3 431.4

3 –32.03 34.04 485.4 16 43.57 –38.46 464.9 29 99.68 81.88 486.4 42 21.67 146.7 432

4 –31.3 14.67 486 17 55.38 –32.59 464.4 30 94.52 94.6 482.9 43 12.07 139.5 435.4

5 –32.49 0.887 481.7 18 63.91 –27.56 464.2 31 89.27 107.8 478.1 44 6 135 444.6

6 –32.76 –9.542 477.7 19 73.56 –21.78 464.9 32 85.98 119.9 474.2 45 –2.178 128.6 450.2

7 –32.59 –17.79 474.6 20 83.55 –16.75 469.4 33 81.18 128.1 468.6 46 –9.446 121.2 457.4

8 –32.14 –29.03 468.7 21 91.24 –12.85 473.8 34 77.16 139 464.2 47 –16.56 111.9 464.3

9 –30.87 –35.97 463.5 22 98.91 –7.887 480.6 35 70.45 146.5 456.1 48 –22.57 101.4 469.7

10 –22.6 –40.27 461.6 23 109.1 2.477 484.9 36 66.79 155.9 450.9 49 –27.66 91.34 472.6

11 –12.51 –44.04 461.6 24 112.4 11.83 486.4 37 63.29 162 446.3 50 –30.38 84.44 475

12 –0.829 –46.04 462.3 25 111.1 28.37 489.6 38 56.2 166.1 438.3 51 –32.9 72.57 477.5

13 8.965 –46.3 463.9 26 108.9 43.23 490.8 39 43.67 173 434.1        
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was found more suitable to determine the best positions when 
matching pairs of parts.

Therefore, to show the visual performance of the pro-
posed method that reconstruct 3D of 13 fragments into orig-
inal object, we had conducted the experiment and the results 
are shown in the Figures 18 and 19.

4 |  CONCLUSION

A method for solving the practical problems of reconstruct-
ing fragmented objects is proposed in this study. The main 
principle of the proposed method is to extract the edges of 
the fragments, using the fact that the edges of the fragments 
are lines, corners, and curves. The contours of the fragment 
edges are extracted and divided into four parts. Each part is 
divided into sub-contours in which each one is composed of 
five points. Algorithms are applied to calculate the slope, 
maximum value, minimum value, mean, and variance as the 
classification features of the BNN. The proposed method 
achieves impressive results through its employment of the 
features of each fragment, in particular the slopes of the sub-
contours. The effectiveness of the matching partition recog-
nition procedure is remarkable. In addition, the algorithm is 

tested on a ceramic database and achieves the reconstruc-
tion of two sets of broken objects. The first set consists of 
three fragments and the second set comprises four fragments. 

F I G U R E  1 3  (A) Neural network training; (B) Neural network 
training regression

T A B L E  7  Results of test process of the first part of the first fragment

No Sub 1 Sub 2 Sub 3 Sub 4 Sub 5 Sub 6 Sub 7 Sub 8 … Sub 13

1 0.99769 0.9963 0.9943 0.9943 0.9895 0.9405 0.9432 0.20611 … 1.86E-06

2 0.00565 0.0049 0.0057 0.0057 0.0052 0.0040 0.0047 0.0002 … 1.60E-06

3 5.77E-07 5.17E-07 4.50E-07 4.50E-07 3.74E-07 2.90E-07 1.00E-07 8.89E-07 … 0.42853

4 4.29E-06 3.89E-06 3.08E-06 3.08E-06 2.54E-06 1.36E-06 1.43E-06 1.57E-06 … 4.52E-05

5 2.12E-08 1.71E-08 2.46E-08 2.46E-08 2.61E-08 2.50E-08 1.45E-07 1.12E-07 … 1.24E-06

6 0.00274 0.0029 0.0018 0.0018 0.0015 0.0009 0.0006 0.0013 … 3.75E-06

7 0.00064 0.0016 0.0009 0.0009 0.0013 0.0029 0.0004 0.0330 … 0.91379

8 1.61E-05 1.85E-05 1.32E-05 1.32E-05 1.19E-05 8.51E-06 4.33E-06 5.67E-06 … 0.1788

F I G U R E  1 4  Pair fragments of one vessel

F I G U R E  1 5  Reconstructed object pair fragments of one vessel

F I G U R E  1 6  Matching of fragments in second set: (A) Four 
original fragments; (B) Reconstruction of object
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We showed that the proposed method outperforms previous 
methods. In conclusion, we would like to highlight that we 
achieved promising results using the proposed algorithms.

In this study, we used pottery with sharp edges, so in the 
future more feature information will be evaluated, in particu-
lar the characteristics of the fragment material to reconstruct 
objects whose edges have been degraded. All the algorithms 
mentioned in this study were applied to the edges of pottery 
that had not been degraded.
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