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1  |   INTRODUCTION

In the field of wireless sensor networks (WSNs), directional 
sensor networks (DSNs) provide a great scope for perfor-
mance improvements. The perks of using wireless networks 
with directional antennas include lower interference, dimin-
ished power requirements, longer transmission range, better 
spatial reuse and so on [1,2]. DSNs employ directional an-
tennas at the receiver and the transmitter, where communica-
tions transpire only when the two associated beams intersect. 
DSNs have the advantages of better signal quality, better 
energy efficiency, better routing performance, and higher 
capacity [3]. In a traditional network employing omnidirec-
tional antennas, establishing communication between neigh-
boring nodes is trivial. It can be accomplished simply via the 

broadcast mechanism. However, establishing communication 
between neighboring nodes in DSNs is more challenging due 
to the limited coverage provided by the directional antennas, 
giving rise to the problem of neighbor discovery. Neighbor 
discovery poses the difficult challenge of determining when 
and where to point the antenna beams to achieve data trans-
mission and reception between neighbors [4].

Neighbor discovery protocols are mainly categorized into 
two types: informed discovery and blind discovery [5]. The 
former involves localization of the neighboring nodes and 
the latter involves the transmission of probes and listening 
for the same in random directions [6,7]. Informed discovery 
retrieves information about the relative positions of neigh-
bors and stores it using angle of arrival (AoA) caching [8], 
location table maintenance [9], gossip-based algorithm [10], 
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and request-to-send (RTS) multi-hop routing [11]. The infor-
mation stored is revised whenever the state of any neighbor 
is detected to have changed. This incurs a very large over-
head, making the technique inefficient [5]. The other type 
of neighbor discovery, blind discovery, is a more complex 
procedure, where information about neighbors can only be 
obtained during a limited period.

In addition to finding an adequate and competent algo-
rithm for neighbor discovery, it is also essential for the algo-
rithm to address issues like deafness, where signal packets 
are lost if the receiver node's antenna is not oriented toward 
the sender node's antenna [12]. Deafness can cause collision 
of packets, leading to increased energy consumption, poor 
quality of service (QoS), poor packet delivery ratios and so 
on [13]. An efficient neighbor discovery algorithm can miti-
gate the effects of deafness by sending packets in a particular 
sector for a predetermined period of time so that all the in-
tended receivers can be notified beforehand and discovered.

The rest of the paper is organized as follows. An overview 
of related works is presented in Section 2. A novel multiple 
token-based neighbor discovery (MuND) protocol is pro-
posed in Section 3. Section 4 presents an evaluation of the 
performance of the proposed MuND protocol in comparison 
with that of well-known protocols and a conclusion drawn in 
Section 5.

2  |   RELATED WORK

The existing literature on neighbor discovery protocols can 
be broadly categorized into three classes: one-way [14‒16], 
two-way [17‒19], and three-way handshaking [20] mecha-
nisms. In one-way broadcast mechanism, nodes broadcast 
their locations periodically. Upon receiving at least one such 
packet, a neighboring node becomes aware of the presence 
of sender node. In one-way neighbor discovery, the sender 
node is not able to gauge the correct timing to steer its beam 
toward the neighboring node for further communication after 
discovery. This condition engenders the need for a feedback 
mechanism, which can be accomplished via the two-way or 
the three-way handshaking mechanism [21].

In two-way handshaking neighbor discovery mechanism, 
upon receiving a HELLO packet from the sender node, the 
receiver node acknowledges the sender node with a REPLY 
packet, thus facilitating the discovery of both nodes. A scan-
based asynchronous neighbor discovery (SBAN) proto-
col has been proposed in [17]. A slow scan-based HELLO 
mechanism and a fast REPLY mechanism are introduced in 
this scheme to speed up the handshaking process. However, 
it does not address the issue of collisions between two or 
more REPLY packets that have been transmitted to the same 
sender node antenna. This issue of collision can be addressed 
via randomized two-way neighbor discovery [18], which 

employs selective feedback. However, both SBAN and ran-
domized two-way neighbor discovery protocols suffer from 
the lack of beam synchronization. As a result, the reception 
of HELLO or REPLY packets is not guaranteed. Beam syn-
chronization is achieved in the collaborative neighbor dis-
covery (COND) protocol [19,22]. Direct and indirect COND 
protocols propose a distributed and collaborative method 
of neighbor discovery which is meant to drastically reduce 
neighbor discovery latency. In direct COND, each node polls 
to directly discover its neighbors and in indirect COND, each 
node updates its neighbor table by using neighbor informa-
tion obtained from other nodes. COND protocols are assump-
tion-based as they require assumptions regarding the density 
of nodes in the deployed region. They are computationally 
quite complex.

In order to overcome the aforementioned drawbacks of 
the two-way handshaking mechanism, such as the lack of 
beam synchronization and collision avoidance, a three-way 
handshaking mechanism can be employed. Sectored antenna 
neighbor discovery (SAND) [20] is a well-known three-way 
handshaking neighbor discovery protocol. SAND follows a 
centralized method, where neighboring nodes are discovered 
in a serialized manner within a predetermined period of time. 
In this approach, K-sectored antennas are used both at the re-
ceiver and at the transmitter, which aids the process of neigh-
bor discovery. Serialization is implemented with the help of 
a token, which is held by a central node. The centralization 
of the entire process helps in managing and synchronizing 
the nodes. The process involves passing a token among the 
nodes, where only the token holder can perform neighbor 
discovery, through a HELLO-REPLY mechanism. Each node 
maintains a neighbor table and relays this information to the 
central node. The major drawback of this approach is that, 
due to the serialization approach, the neighbor discovery la-
tency increases proportionally with network size.

To overcome the abovementioned drawbacks of the ex-
isting neighbor discovery protocols, we propose a three-way 
handshaking neighbor discovery protocol which employs 
multiple tokens to reduce discovery latency and to solve the 
deafness problem.

3  |   PROPOSED APPROACH

While numerous versions and variations of neighbor discov-
ery protocols in DSNs have been published, major challenges 
still persist. While protocols like SAND employ a centralized 
method of 100% neighbor discovery, the serialized mecha-
nism increases the time required for complete discovery. 
Direct and indirect COND protocols provide a fully distrib-
uted method of neighbor discovery, achieving around 90% 
neighbor discovery in a relatively short period of time [19], 
but does not guarantee complete neighbor discovery.
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The proposed protocol MuND adopts a three-way hand-
shaking mechanism and uses multiple tokens instead of a 
single one as in case of SAND. The use of multiple tokens 
helps in reducing the total time taken to complete the neigh-
bor discovery process without compromising on the neigh-
bor discovery ratio. Initially, the sink node holds “T” tokens 
and initiates a neighbor discovery process to discover nodes 
present around it. From the sink node, “T” tokens are re-
layed along “T” different paths obtained via the token 
path planning (TPP) algorithm explained in Algorithm 
1. For example, the path obtained via the TPP algorithm 
is denoted by the sequence sink_node → farthest_destina-
tion_cell1  →  farthest_destination_cell2 ⋯  →  sink_node, 
where farthest_destination_cell1 represents the cell that is 
the farthest from sink node, farthest_destination_cell2 is 
cell that is the farthest from farthest_destination_cell1 etc. 
The traversal path of each token from one destination cell 
to another destination cell may contain several nodes and 
best candidate node is chosen as the token holder node. 
Then, every token holder node, in turn, performs neighbor 
discovery. Before relaying the token toward the designated 
farthest_destination cell, an appropriate sector in the sec-
tored antenna at the token holder node is chosen for sending 
the token to one of the candidate nodes residing in that par-
ticular sector. Once a token reaches the farthest_destination 
cell, the subsequent farthest_destination cell coordinates in 
the given path are used for subsequent traversal. This pro-
cess is continued until all farthest_destination cells have 
been traversed by individual tokens. When the entire area 
has been traversed, the tokens return to the sink node and 
the neighbor discovery process is completed.

During this process, non-token holder nodes operate in 
Fast-Scan mode, where they switch between their avail-
able sectors at a relatively faster rate. The token holder 
nodes operate in Slow-Scan mode and transmit HELLO 
packets, switching from one sector to another only when 
the non-token holder nodes complete one complete cycle 
of switching over all available K-sectors than is the non-to-
ken holder nodes complete one round of discovery. This 
mechanism ensures that each non-token holder node's sec-
tor/beam intersects the token holder node's sector/beam 
at a certain point of time. In Fast-Scan mode, the nodes 
respond to HELLO packets with REPLY packets. Figure 1 
shows the time line of the proposed MuND protocol. As 
depicted in Figure 1, the MuND protocol operates in six 
phases:

1.	 Token path planning
2.	 Fetching the destination coordinates
3.	 Neighbor discovery
4.	 Bounded region calculation
5.	 Best candidate node selection for token passing
6.	 Token passing

3.1  |  Token path planning

In the MuND protocol, tokens are not relayed arbitrarily 
among nodes. Instead, every token follows a predefined 
path. The path that a particular token follows is determined 
using the TPP algorithm which is based on the Max-gain 
area exploration algorithm [23]. The traversal path for the 
token determined using the TPP algorithm helps to carry 
out neighbor discovery efficiently. Algorithm 1 describes 
the TPP algorithm and it is also illustrated in Figure 2 by 
considering the example of a system with four tokens. The 
parameters used in the TPP algorithm are presented in 
Table 1.

We assume that sensor nodes are deployed in a polygonal 
area DR which fits in the rectangular region R. R is split into 
cells Cm,n, as depicted in Figure 2, where the pair (m, n) de-
notes the row and column position of a cell in R. Each cell Cm,n 
occupies unit area aC and is associated with the color value 
CV(Cm,n) and the utility value U(Cm,n) with respect to a par-
ticular token. The CV(Cm,n) can be either WHITE, BLACK, 
or GREY, indicating that the cell has been explored, is unex-
plored, or is in the path between a token's source and destina-
tion cells, respectively. The utility value U(Cm,n), designated 
to each cell, aids in averting collision among tokens as well 
as avoiding redundant traversals. To audit the cell's status, the 
sink node maintains the color value and utility value of each 
cell in a common map, M. By using the information available 
in the map, M, the TPP algorithm selects the path of traversal 
for each token. The token's traversal path may contain several 
farthest_destination cells. For instance, t1, t2, t3, and t4 are 
four tokens used in the algorithm as depicted in Figure 2. The 
path for these four tokens is as follows: t1: sink → ⋯ C1,1, t2: 
sink → ⋯ C1,16, t3: sink → ⋯ C16,1, and t4: sink → ⋯C16,16, 
where sink indicates the sink node located at C9,9 from which 
the tokens are deployed and Ci,j represents the cell with coor-
dinates (i, j).

A cell's utility value, U(Cm,n), depends on the density of 
BLACK cells nb and distance utility value DU(Cm,n) between 
the position of the current cell position and that of the far-
thest_destination cell. The utility value U(Cm,n), assigned to a 
cell with respect to token tk, is computed as follows.

where k varies from 1 to T, T is the total number of tokens and 
α is a constant. DU(Cm,n), assigned to each cell with respect to 
token tk, is given by
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The cost of reaching the probable farthest_destination cell Cm,n 
for token tk is obtained by taking the difference of d(CAk, Cm,n) 
and U(Cm,n), which is given by

where β is a constant. The cell Cm,n that has the maximum cost 
with respect to a token tk is denoted as the farthest_destination 
cell DCk toward which the token tk needs to traverse. DCk is 
given by

(3)(Cost
m,n)

k
=U(C

m,n)
k
−� ⋅d(CA

k
, C

m,n) (4)DCk =max ((Costm,n)k).

F I G U R E  1   Time line of multiple token-based neighbor discovery protocol
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F I G U R E  2   Token path planning with four tokens
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It should be noted that the cells that figure in the path from 
the source cell to the farthest_destination cells are marked as 
GREY to indicate that they will be explored in the near future 
and are considered equivalent to WHITE cells during computa-
tion of U(Cm,n). The main advantage of this is that it prevents 
other tokens from utilizing these cells in their path planning. 
The cells marked in GREY will be changed to WHITE once the 
token tk has traversed through them. Once the first set of the 
farthest_destination cells is determined for all tokens, the TPP 
algorithm repeats the procedure to determine the next set of the 
farthest_destination cells. The TPP algorithm continues to re-
peat this mechanism until all cells in the entire region R have 
been marked WHITE.

3.2  |  Fetching the destination coordinates

Once the TPP algorithm is executed, the prospective destina-
tion coordinates for each token are obtained. These destina-
tion coordinates form the basis for the dissection of the entire 
deployment area into multiple regions, thereby initiating si-
multaneous neighbor discovery with the help of multiple to-
kens. Initially, the token holder node fetches the first set of 
destination points for the tokens to begin the neighbor discov-
ery process. The number of coordinate points fetched depends 
on the number of tokens to be deployed in the network. When 
all coordinates of a path, obtained from the TPP algorithm, 
have been traversed, the tokens return to the original source. 
This mechanism, although mostly redundant, ensures that the 
nodes which had not previously been elected as token hold-
ers have a chance of being elected during the next phase of 
the process, thereby ensuring 100% node discovery. In the 
proposed algorithm, token movement is serialized within a 
bounded region, enabling the algorithm to scale-up to regions 
any size. Once the initial set of destination points are selected 

T A B L E  1   Description of parameters used for the token path 
planning algorithm

Parameters Description

aC Unit area of a cell Cm,n

Cm,n Cell Cm,n present in the mth row and nth 
column in map matrix M

CAk Cell assigned to kth token

Costm,n Cost of the cell Cm,n

CV(Cm,n) Color value representation for cell Cm,n. 
WHITE represents cell discovered, 
BLACK represents cells undiscovered 
and GREY represents cell lying on the 
token's path between source and destina-
tion cell

d(i, j) Euclidean distance between ith and jth 
cells

DCk Destination cell assigned to kth token

DR Region where sensor nodes are deployed

DUm,n Distance utility value assigned based on 
distance of cell Cm,n with respect to kth 
token

M = [Cm,n]l×b Map matrix of size l × b representing R, ∀ 
Cm,n. Where l and b represents the length 
and breadth of the region R

nb Number of unexplored or BLACK cells at 
any interval during token traversal

ne Number of explored or WHITE cells at 
any interval during token traversal

Path (s, d) Path traversed by token from source to 
destination cells

R Rectangular region where sensor deployed 
region DR can fit in

Rk Communication range of kth token holder.

Tk kth token

TCR Total number of cells in region R

UCm,n Utility value assigned to the cell Cm,n with 
respect to kth token
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and fixed, the process progresses to subsequent phases of 
neighbor discovery.

3.3  |  Neighbor discovery by multiple tokens

In the proposed algorithm, token movement is restricted 
within a bounded region. Once an initial set of far-
thest_destination cell coordinates is fetched by the token 
holder node, the proposed approach needs to calculate 
the bounded region, which in turn requires neighbor dis-
covery. To begin with, the token holder node performs 
Slow-Scan to transmit HELLO packets to its neighboring 
nodes as depicted in Figure 1. During operation in the 
Slow-Scan mode, the token holder node switches slowly 
from one sector to another to ensure eventual coincidence 
of sectors with its neighboring nodes. This requires non-
token holder nodes to be operating in Fast-Scan mode. 
On receiving the HELLO packet, each neighboring node 
responds with a REPLY packet. Upon the successful re-
ceipt of the REPLY packet, the token holder node makes 
an entry for the corresponding neighbor node in neigh-
bor table. Whenever a node updates its neighbor table, it 
records the information in the form of 4-tuple of values 
following the template: <node_id; X_coordinate; Y_coo
rdinate; sector_id>.

It can be seen from Figure 1 that each neighbor discovery 
round is divided into μ Slow-Scan periods, where μ is the 
total number of sectors in a sectored antenna. Each Slow-
Scan period is further subdivided into μ Fast-Scan periods. 
The Slow-Scan and Fast-Scan periods indicate the staying 
period in a particular sector before switching to the next 
sector, for token holder nodes and non-token holder nodes, 
respectively. Furthermore, in each Fast-Scan period, the ex-
change of HELLO-REPLY packets takes place. The format 
of the HELLO packet is depicted in Figure 3A. Non-token 
holder nodes around the token holder operate in Fast-Scan 
mode. On receiving the HELLO packet, the nodes in Fast-
Scan mode acknowledge it by sending a REPLY packet, which 

includes data about fields such as node_id, X_coordinate, 
Y_coordinate, token_flag, CR_flag, and sector_number, as 
depicted in Figure 3B. The token_flag indicates whether 
or not a particular node has been a token holder during any 
previous phase. If it is unset, then the node has not previ-
ously been a token holder. The CR_flag is used to resolve 
contentions, as explained in Section 3.6. Once the REPLY 
packet is received, the token holder node updates its neigh-
bor table and selects the best candidate to pass the token to 
as per the BetterTokenCandidate() procedure described in 
Algorithm 4. The neighbor table records the node_id, the 
location of the neighbor, the node's sector number in which 
the REPLY packet was received and the sector number of the 
corresponding neighbor from which the REPLY packet was 
transmitted. The token holder also checks whether or not the 
neighboring node that sent the REPLY packet lies in the in-
tended direction of token traversal.

Once a candidate node is selected as the next bearer of 
the token within the bounded region, the token is passed to 
that node and this process is continued until the token reaches 
nodes that are closer to the destination coordinates. When no 
node is available in the intended direction of token traversal, a 
new unexplored destination will be fetched using Algorithm 3. 
The entire procedure is continued until all the predefined co-
ordinates have been traversed by the tokens. The neighbor dis-
covery process is carried out independently in each bounded 
region and simultaneously in any number of regions, as per 
the requirement.

3.4  |  Bounded region calculation

As the algorithm is centered around simultaneous neighbor dis-
covery in multiple regions, confining the token passing process 
within separate bounded regions is of utmost importance. Thus, 
the choice of the candidate node to be the next token bearer 
must be restricted to the designated region corresponding to 
the token. The bounded region corresponding to each token in-
cludes the token traversal path from the source node to the des-
tination node. The movement of the token following the above 
criteria is guided by the node-within-bounds (NWB) algorithm 
(Algorithm 2). Calculation of the bounded region is carried out 
whenever a new token holder is selected or whenever a new 
destination point is retrieved. This renews the entire process, 
thereby making it highly dynamic.

Figure 4 illustrates the token path calculation within a 
bounded region. In this figure, the BLACK node is the token 
holder, the RED node is the candidate for being the next token 
holder, which lies within the bounded region of the current 
token traversal path, and the node lying outside the bounded 
region has been colored PURPLE. We assume the source co-
ordinates S(Xstart,  Ystart) to be the same as the current posi-
tion of the token holder node and the destination coordinates 

F I G U R E  3   Packet format of (A) HELLO and (B) REPLY 
packets
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d(Xend, Yend) to have been obtained from the preceding phase 
of the TPP algorithm. Within the restricted region, any token 
movement is permissible and such movement may lie within 
a single sector or over multiple sectors. In case of multiple 
sectors, the sector lying along the axis from the source coordi-
nates S(Xstart, Ystart) to the destination coordinates d(Xend, Yend) 
is given maximal preference and is labeled to be the preferred 
sector, denoted by Mn, as shown in Figure 4. Initially, a single 
node holds all the tokens and fetches the requisite number of 
paths. At the beginning of the next phase, N tokens are relayed 
onto their respective regions, thereby initiating the neighbor 
discovery process for those nodes. The tokens are transmit-
ted in the direction of the destination coordinates obtained 
from Algorithm 1. The angle between any two points (X1, Y1) 
and (X2, Y2) (Lines 5 and 6 of Algorithm 2) is computed as 
follows.

As illustrated in the Figure 4, the angles between the token 
holder and the destination coordinates of the token (θd), the 
token holder and the node within the bounded region (θn), and 
the token holder and the node outside the bounded region (�n1) 
are all calculated using (5).

To relay the token to an immediate neighbor within the 
bounded region, the appropriate selection of sectors plays a 
vital role. A set of sectors called Preference sectors, (Marr), 
are selected to determine whether or not the candidate for 
the next token bearer lies within the bounded region. The 
bounded region is formed by a total of t sectors inclusive of 
the preferred sector Mn and the sectors adjacent to it. These 
sectors, depicted in the Figure 4, are determined by means of 
the following equation

where s is the number of sector antennas mounted on the 
node. Sectors that are farther away from the preferred sec-
tor Mn are given lesser preference when being considered for 
candidature with respect to token passing. Equation (6) is de-
rived on the basis of the requirements that (a) The token trav-
els in the desired direction, (b) In the absence of a node in the 
preferred sector, an alternate, less preferred sector should be 
chosen, and (c) Nodes in the deployed region should be dis-
covered by the token without deviating from the predefined 
direction of traversal.

Lines 9 and 10 assign a preferred sector Mn and preference 
sectors Marr based on the angle θn. The sectors adjacent to pre-
ferred sector Mn, that is, Marr, are selected using the following 
equations:

and

Equations (7) and (8) constitute the preference sectors Marr 
which vary on the basis of the number of sector antennas 
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.
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F I G U R E  4   Selection of Preference sectors for token passing in 
directional sensor network
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present. Based on whether or not the preferred sector Mn 
falls within the set of preference sectors specified by Marr, the 
Algorithm 2 returns the value TRUE or FALSE, respectively 
(Lines 11–14), which is further used by the Algorithm 3 as 
explained below.

Once the tokens are relayed to the next token bearer node 
and no node is found in the direction given by (5), that is, in the 
direction defined by the angle θ between the source and the des-
tination coordinates, new destination coordinates (Xend, Yend) are 
fetched from the TPP algorithm. During this phase, the source 
coordinates are set to be the coordinates of the current token 
holder node in the bounded region and the next set of destina-
tion coordinates is fetched using the Change-Path-Direction al-
gorithm (Algorithm 3). The process is repeated until the tokens 
traverse all available TPP coordinates.

In Algorithm 3, Lines 3–10 depict the case in which a 
node is found in the bounded region. In such a case, the 
value of nodeFoundFlag is set to be TRUE. The token is 
subsequently passed to the best candidate selected using the 
BetterTokenCandidate() procedure (Algorithm 4). On the 
other hand, if no such node is found within the bounded re-
gion, then the value of nodeFoundFlag remains set to FALSE, 
and the next coordinates are fetched from the TPP algo-
rithm and stored as new destination coordinates(Xnew, Ynew) 
(Lines 11–14). Following that, the token holder computes 
the bounded region for token traversal using Algorithm 
2 as explained above, based on the new set of coordinates 
(Xnew, Ynew) obtained.

3.5  |  Best candidate node selection

In the case in which there are two nodes in the bounded region, 
the decision regarding the selection of the next hop node is 
taken by the BetterTokenCandidate() procedure (Algorithm 
4). The different scenarios in which the better candidate of 
the two nodes needs to be chosen as the next possible token 
holder are explained in Figure 5. If there are more than two 
nodes in the region, the algorithm is executed recursively to 
obtain the best candidate.

The BetterTokenCandidate() algorithm (Algorithm 4) is exe-
cuted after restricting the nodes within the appropriate bounded 
region using Algorithm 2, thereby reducing the number of candi-
date token holders. Lines 2–5 give the highest preference to nodes  
which have not previously been a token holder. If such a node 
is found, then the algorithm returns ncandidate, which is the best 
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candidate node for becoming the next token holder. Lines 6–21 
depict the case in which either both of the nodes have already 
been token holders, or neither of the nodes has been a token 
holder. In such a case, two scenarios may arise—the nodes lie 
in (a) the same sector or (b) different sectors. When the nodes 
lie in the same preference sector, the possible token holder can-
didate, ncandidate, is selected based on the received signal strength 
indicator (RSSI). The node with greater RSSI, that is, the node 
closer to the current token holder is selected (Lines 11–15), as il-
lustrated in Figure 5. When the two nodes lie in different sectors, 
higher preference is accorded to the node that is in the sector that 
corresponds more closely with the angle θ between the current 
token holder node and the destination coordinates (Lines 17–21). 
The best candidate node, ncandidate, is thus selected and the token 
is relayed to it.

3.6  |  Token passing

The Slow-Scan operation, performed for μ rounds, discovers all 
neighboring nodes and selects the candidate node to which the 
token is to be passed. Once the neighbor discovery phase ends, 
the token passing phase is carried out, during which the token 

holder node activates the sector toward the selected candidate 
node for a Slow-Scan period and transmits the token. The candi-
date node receiving the token responds with the REPLY packet.

3.6.1  |  Contention resolution

As MuND uses multiple tokens, there is a possibility of 
contention between different tokens while the next token 
holder node is being selected. For example, suppose that 
nodes A and B are the current token holder nodes contend-
ing for the node C as the next prospective token holder 
node after running the BetterTokenCandidate() algorithm. 
Suppose, further, that the node C receives the token from 
both nodes A and B during the token passing phase and that 
it decides to keep token passed by node A. In this scenario, 
node B is unable to gather that node C has accepted node 
A's token. Due to this missing information, node B's token 
gets lost, thereby losing the path which B's token was sup-
posed to traverse.

To overcome such problems of contention, the prospective 
token holder node is programmed to send an acknowledg-
ment in the form of REPLY packet, whose structure is given 

F I G U R E  5   Cases for selecting best candidate for token holder: (A) Neither nodes has previously been a token holder and they are in the 
same sector; (B) Both nodes have previously been token holders and are in the same sector; (C) Neither node has previously been token holder and 
they are in different sectors; (D) Both nodes have previously been token holders and are in different sectors; (E) One node has been a token holder 
and other node has not been token holder, where the nodes lie in different sectors
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in Figure 3B. The CR_flag in the REPLY packet is used to 
indicate whether or not the prospective token holder node has 
already accepted a token. If the value of the CR_flag is zero, 
it indicates that it has not yet become a token holder node. To 
relay the token, a token holder node (node A in our example) 
activates the sector where the prospective token holder node 
C lies, for a Slow-Scan period. On successful reception of the 
token, the prospective token holder node C acknowledges it 
by sending the REPLY packet. If CR_flag is zero, it indicates 
that prospective token holder node is available to become the 
next token holder node. When node B transmits its token to 
node C, the latter replies with the value of CR_flag set to 1, 
indicating that it has already accepted to be a token holder 
node corresponding to some other token. Following that, 
node B invokes the BetterTokenCandidate() algorithm once 
again to choose a new prospective token holder node.

4  |   RESULTS

The performance of the proposed MuND protocol is evaluated 
using the Cooja simulator with directional antenna support 
[24]. For performance analysis, the proposed MuND protocol 
is compared with existing protocols like direct and indirect 
COND [19,22] and SAND [20] in terms of metrics like neigh-
bor discovery latency, neighbor discovery ratio, control packet 
overhead and energy consumption. The simulation results are 
obtained by averaging results over multiple simulations. Table 
2 depicts the Cooja simulator's configuration parameters.

The simulation experiments are carried out based on the 
following assumptions:

1.	 The static sensor nodes are uniformly and randomly 
deployed in a 750  ×  750  m2 area.

2.	 Each static sensor node is mounted with an antenna hav-
ing eight sectors. Each individual sector antenna is as-
sumed to be a rectangular patch antenna array (RPA) [25]. 
The RPA has a peak gain of 2.65 dBi, a beamwidth of 45° 
and a communication range of 135 m [25].

3.	 The sensor node receives beacon packets only if it lies in-
side the communication range of the sector antenna and 
if the receiver sensitivity is above −95 dBm, which is the 
typical receiver sensitivity of CC2420 [26] radios used in 
WSN motes such as MicaZ [27].

4.	 In SAND and MuND protocols, the sector-switching in-
terval for the token holder and non-token holder nodes are 
set at 4Δt and 32Δt, respectively.

5.	 In direct and indirect COND protocols, the fastest sector-
switching interval is set to 4Δt and slowest switching in-
terval is set to 32Δt.

6.	 For the proposed MuND protocol, four tokens are de-
ployed in the network concurrently to initiate the process 
of neighbor discovery.

The Figure 6 shows a screenshot of the MuND proto-
col, which performs neighbor discovery for the 40 deployed 
nodes using four tokens, namely t1, t2, t3, and t4. The undis-
covered nodes have all their three LEDs set to OFF and the 
token holders have all their three LEDs set to ON. The nodes 
with red LED set to ON are the nodes that have been discov-
ered by the token t1, the nodes with blue LED set to ON are 
the nodes that have been discovered by the token t2, the nodes 
with red and blue LEDs set to ON are the nodes that have 
been discovered by the token t3, and finally the nodes with 
red and green LEDs set to ON are the nodes that have been 
discovered by the token t4.

4.1  |  Neighbor discovery ratio

Figure 7 depicts the neighbor discovery ratio, that is, 
the ratio of the number of nodes discovered to the total 

T A B L E  2   Configuration parameters for Cooja simulator

Parameters Description

Deployment area 750 × 750 m2

Number of sensor nodes deployed 20, 40, 60, 80

Number of tokens used in MuND 4

Packet size 128 bytes

Data rate 250 Kbps

Radio frequency 2.4 GHz

Number of sectors 8

Beamwidth of sector antenna 45°

Range of sector antenna 135 m

Receiver sensitivity −95 dBm

Transmission power 0 dBm

F I G U R E  6   Screenshot of multiple token-based neighbor 
discovery protocol for 40 deployed nodes
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number of nodes deployed. The neighbor discovery ratio 
is calculated in networks with varying number of nodes 
deployed and varying number of tokens. In this simula-
tion, the MuND protocol is executed with the number of 
tokens varying from four to eight. The use of four tokens 
for MuND not only ensures the least number of packet 
transmissions, but also guarantees 100% discovery of 
neighboring nodes. Using less than four tokens results 
in maximum discovery but at the cost of higher latency, 
while using more than four tokens exponentially increases 
the number of packets exchanged. This is mainly due to 
the increase in the number of token holders that transmit 
HELLO packets. Furthermore, in this case, as observed in 
Figure 7, neighbor discovery is not guaranteed to be 100% 
due to the fact that higher number of tokens implies higher 
number of token holders, which perform Slow-Scan. This 
may lead to the adjacent nodes simultaneously operating 
in Slow-Scan mode, and as a result, their sectors/beams 
may never intersect. This could cause them to miss out on 
discovering each other.

4.2  |  Neighbor discovery latency

Figure 8 shows the neighbor discovery latency corre-
sponding to the different numbers of nodes deployed. In 
all the scenarios depicted in Figure 8, the proposed MuND 
protocol completes 100% neighbor discovery with lower 
latency compared to that of all existing neighbor discov-
ery protocols. Although direct COND and indirect COND 
initially performs at a faster rate, they fail to exceed dis-
covery ratio of more than 96% on average in any of the 
aforementioned scenarios. Additionally, in direct and 

indirect COND, once more than 90% of nodes have been 
discovered, the sector-switching interval remains constant 
for all the nodes. Hence, the beam intersection between 
discovered nodes and undiscovered nodes is fated to never 
occur. This further reduces the chances of discovering 
newer nodes.

4.3  |  Control packet overhead

The comparison of control packet overheads for the 
neighbor discovery protocols being considered is depicted 
in Figure 9. As observed in the Figure 9, the proposed 
MuND protocol has a slightly higher control packet over-
head compared to the SAND protocol. This is obvious, as 
multiple token holders exchange packets simultaneously 
in MuND to discover each other, whereas, in SAND pro-
tocol, only a single token holder initiates packet exchange 
with its neighbors. From Figure 9, it is clear that MuND 
protocol significantly outperforms direct COND and in-
direct COND protocols. As direct COND and indirect 
COND are unable to complete 100% neighbor discovery, 
as illustrated in Figure 8, we restrict the communication 
traffic until the SAND protocol completes neighbor dis-
covery, so that these protocols have the chance to discover 
the remaining undiscovered nodes in this interval. The 
SAND protocol is chosen as the yardstick as it takes the 
longest duration for completion of the neighbor discovery 
process.

4.4  |  Energy consumption

Energy consumption is another performance metric used to 
analyze the performance of neighbor discovery protocols. 
Since the deployed sensor nodes need to operate on a lim-
ited energy source, an energy efficient neighbor discovery 
protocol is preferable. In this subsection, the energy expendi-
tures incurred during the communication of packets between 
neighboring nodes for the different protocols are studied. 
Energy consumption at a node occurs primarily due to the 
transmission and reception of HELLO packets, REPLY pack-
ets, and tokens.

Energy consumed by the sensor node is given by

where, NHELLO, NToken, and NREPLY denote the number of 
HELLO packets, tokens, and REPLY packets, respectively, 
and Energyrecv and Energytrans denote the energy cost per 
packet for reception and transmission, respectively. Energyrecv 
is given by

(9)
Energysensor =Energyrecv

[

NHELLO+NToken+NREPLY

]

+Energytrans

[

NHELLO+NToken+NREPLY

]

F I G U R E  7   Neighbor discovery ratio of multiple token-based 
neighbor discovery protocol for varying number of tokens
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where Powerrecv is the power consumed in receiving a 
packet.

Energytrans denotes the energy cost per packet for trans-
mission and is given by

where Powertrans is the power consumed for transmitting 
a beacon packet, Packetsize is the size of the packet, and 
datarate denotes the data rate of the Zigbee protocol used 
in WSN.

According to CC2420 specifications [26], Micaz's trans-
mitter and receiver modules consume currents of intensi-
ties 17.4 and 19.7  mA, respectively. The Packetsize of 128 
bytes and the datarate of 250 Kbps are considered. Based on 
(10) and (11), an Energyrecv of 0.242 mJ and an Energytrans of 
0.214 mJ are consumed during the receipt and transmission 
of a packet, respectively. The overall energy consumptions for 

(10)Energyrecv =Powerrecv×
Packetsize

datarate

,

(11)
Energytrans =Powertrans×

Packetsize

datarate

F I G U R E  8   Neighbor discovery latency for varying number of nodes deployed: (A) 20 nodes; (B) 40 nodes; (C) 60 nodes; and (D) 80 nodes
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communication by various neighbor discovery protocols are 
computed based on (9).

From Figure 10, it can be observed that COND proto-
cols consume higher amounts of energy owing to higher 
control packet overheads, and the SAND protocol consumes 
lower overall energy at the cost of higher neighbor discov-
ery latency. The proposed MuND protocol consumes slightly 
higher energy than the SAND protocol at the cost of lower 
neighbor discovery latency. Hence, there exists a trade-off 
between energy consumption and neighbor discovery la-
tency. In WSN applications that assign primary importance 
to mission criticality, where the assigned task needs to be 

carried out in the least possible time, the proposed MuND 
protocol is suitable.

5  |   CONCLUSIONS

The proposed MuND protocol is a novel approach to tackle the 
latency and discovery ratio issues posed by other conventional 
neighbor discovery protocols. This protocol employs simultane-
ous MuND by dividing the entire deployment field into multiple 
bounded regions. The proposed protocol efficiently encompasses 
a number of tributary tasks like TPP, fetching destination coor-
dinates, and bounded region calculation, which are combined to 
successfully solve the neighbor discovery problem in directional 
sensor networks. The performance analysis of the neighbor dis-
covery protocols is carried out using the Cooja simulator with 
directional antenna support. The results show that the proposed 
MuND protocol has lower latency, higher neighbor discovery 
ratio, and relatively lower communication overhead and energy 
consumption than existing neighbor discovery protocols.
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