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1  |   INTRODUCTION

Massive multiple-input multiple-output (MIMO), millime-
ter wave (mmWave), and non-orthogonal multiple access 
(NOMA) technologies are considered essential for achieving 
high capacity and spectral efficiency in fifth generation (5G) 
wireless communication systems [1,2]. The main feature of 
mmWave communications is the use of mmWave frequency 
bands, which are less occupied than the frequency bands 
utilized by current cellular communications [3,4]. The main 
principle of NOMA is to allow multiple user equipment (UE) 
to share the same time-frequency resources without spatial 
separation. In NOMA, inter-user interference in the same 
time-frequency resources is eliminated using superposition 
techniques at the transmitter and successive interference can-
cellation techniques at the receiver [5‒8]. Moreover, in mas-
sive MIMO, a large antenna array containing dozens or even 
hundreds of antenna elements is deployed at the base station 

(BS) to increase the spatial multiplexing/diversity gain sig-
nificantly and to achieve very high capacity using multiuser 
MIMO (MU-MIMO) precoding [9‒19]. Among the key tech-
nologies, in this paper, we focus on massive MIMO systems.

In traditional massive MIMO systems, the number of 
radio frequency (RF) chains is assumed to be the same as the 
number of antennas, and the processing performed for signal 
transmission and reception at the baseband is fully digital. 
This enables control of both the amplitude and phase of the 
incoming signal. However, a very large number of RF chains 
will result in high-implementation cost and power consump-
tion, which makes it infeasible to implement massive MIMO 
in mobile wireless communication systems [20‒22].

To address this problem, the authors in [23‒29] consid-
ered hybrid processing for massive MIMO systems with the 
number of RF chains less than the number of antennas. Hybrid 
processing involves a cascaded structure of analog RF process-
ing and digital baseband processing. To handle the mismatch 
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between the numbers of RF chains and antennas, high-dimen-
sional analog RF processing was employed using cost-effective 
phase shifters to control only the phase of the incoming signal. 
Digital baseband processing capable of adjusting both the am-
plitude and phase of the incoming signal was performed in a 
very low dimension. Reducing the number of RF chains in the 
hybrid processing structure leads to lower implementation cost 
and less power consumption, compared with those of a con-
ventional full-RF-chain configuration. However, as the com-
bining matrix for analog RF processing needs to be designed 
so that all its elements have the same amplitude [23‒29], the 
design of hybrid combining matrices is a nonconvex optimiza-
tion problem and is challenging to solve.

To design the hybrid precoder and combiner in massive 
MU-MIMO systems, the authors in [28] designed an RF 
combining matrix to harvest the array gain by selecting some 
columns of the discrete Fourier transform matrix. With the de-
signed RF combining matrix, a baseband combining matrix 
of low dimension was designed based on the singular value 
decomposition (SVD) of the desired channel matrix while as-
suming that inter-user interference was perfectly cancelled at 
the receiver. However, this scheme showed poor performance 
when there was residual inter-user interference at the receiver.

The authors in [29] and [30] presented another method for 
designing the analog RF and digital baseband combining ma-
trices based on the Frobenius distance from the unconstrained 
minimum mean-squared error (MMSE) combining matrix. In 
these studies, without considering a nonconvex constraint—
that is, a constant amplitude constraint—on the RF combining 
matrix, an unconstrained MMSE combining matrix was ob-
tained. This was done by solving a convex optimization prob-
lem that minimized the mean-squared error (MSE) between the 
information symbols and their estimates. Then, two matrices 
each for RF and baseband combining were designed to mini-
mize the Frobenius distance between the unconstrained MMSE 
combining matrix and the product of the two matrices while 
considering the nonconvex constraint. This nonconvex optimi-
zation problem was solved using an iterative alternating opti-
mization method. However, this approach does not guarantee 
that the obtained hybrid combining matrices minimize the MSE 
between the information symbols and their estimates, although 
they might be the closest to the unconstrained MMSE combin-
ing matrix in terms of the Frobenius distance. This is especially 
true when there is residual inter-user interference at the receiver 
because of imperfect channel state information (CSI) at the 
transmitter (CSIT).

In this paper, we present a hybrid combiner design scheme 
for downlink massive MIMO systems with a reduced number of 
RF chains when there is residual inter-user interference caused 
by imperfect CSIT. In the proposed scheme, RF and baseband 
combining matrices are designed to minimize the MSE between 
the information symbols and their estimates using an iterative al-
ternating optimization method. In particular, one of the RF and 

baseband combining matrices is updated to minimize the MSE 
without considering the constant amplitude constraint by fixing 
the other matrix. Then, the other matrix is updated by chang-
ing the roles of the two matrices. This alternating optimization 
is performed iteratively until a given condition is satisfied. In 
updating the RF combining matrix, all the elements of the RF 
combining matrix are set to have a constant amplitude, and their 
phases are obtained from those of the MSE solution matrix to 
consider the constant amplitude constraint on the RF combin-
ing matrix. Simulation results show that the proposed scheme 
achieves better performance than the conventional schemes in 
the high signal-to-noise ratio (SNR) region in terms of MSE, 
achievable rate, and bit-error rate (BER). Its performance is 
close to that of a fully digital unconstrained MMSE receiver.

The main contributions of this work can be summarized 
as follows:

1.	 We propose a hybrid combiner design using an MSE-based 
cost function between the information symbols and their 
estimates when the number of RF chains is less than the 
number of antennas. The conventional schemes in [29] and 
[30] use a Frobenius-distance-based cost function between 
the unconstrained MMSE combining matrix and its estimate. 
Consequently, the proposed scheme has lower MSE and 
BER performance than those of the conventional schemes.

2.	 An alternating optimization method is presented to solve 
the formulated nonconvex optimization problem with 
the same computation complexity as the conventional 
schemes in [29] and [30].

The rest of the paper is organized as follows: Section 2 de-
scribes the system model and the proposed two-step hybrid 
combiner is presented in Section 3. Simulation results are pre-
sented in Section 4 and the paper is concluded in Section 5.

Notations: The field of complex numbers is represented 
by C. The (m, n)-th element of matrix A is denoted by [A]m,n. 
If the polar representation of [A]m,n for all (m,n) is denoted by 
am,nej�m,n, the expression ∡A represents a matrix whose (m, n)-
th element is ∡[A]m,n = ej�m,n. An identity matrix of size N×N 
is denoted by IN. The notation |x| for any scalar x indicates the 
amplitude of x, �(n) is the Kronecker delta function, and E[ ⋅ ] 
denotes an expectation operation.

2  |   SYSTEM MODEL

For downlink massive MIMO systems, to reduce imple-
mentation cost and power consumption at the UE, we con-
sider a UE receiver structure design with a limited number 
of RF chains (less than the number of receive antennas).

Figure 1 shows the hybrid UE receiver structure with 
a limited number of RF chains. As shown in the figure, 
the receiver processing involves two-stage combiners: an 



      |  335SEO

analog RF combiner and a digital baseband combiner. The 
UE is equipped with Nr receive antennas and Mr RF chains 
and we assume Mr < Nr. The RF combiner and baseband 
combiner are denoted by the matrices WR ∈CNr×Mr and 
WB ∈CMr×Ns, respectively, where Ns denotes the number 
of data streams simultaneously transmitted for the UE.

We assume that a BS with Nt transmit antennas serves K 
UEs using the same time-frequency resources, that each UE 
is equipped with multiple receive antennas, and that UE 1 
is a desired UE. The received signal vector y

1
∈C

N
r
×1 at the 

desired UE is given by

where s
k
∈C

N
s
×1 is the symbol vector of UE k with 

E[smsH
n

]=�2
s
INs�(m−n), and �2

s
 is the signal power allocated 

to each symbol of a UE. The matrix F
k
∈C

N
t
×N

s is a transmit 
precoding matrix for UE k, and H

1
∈C

N
r
×N

t is a channel matrix 
between the BS and UE 1. Moreover, the vector z1 ∈CNr×1 is an 
additive white complex Gaussian noise (AWGN) vector whose 
elements are from a distribution CN(0, �2

z
).

In time-division duplex systems, the CSIT at the BS is ob-
tained using the channel reciprocity between the downlink and 
uplink. However, CSIT estimation error is inevitable because of 
integrated effects, such as estimation delay, background noise, 
pilot interference, and synchronization errors in the RF chains 
between the downlink and uplink. Therefore, the estimated 
CSIT for UE 1 at the BS can be written as Ĥ1 =H1−H1,e,  
where H1 is a true channel matrix and H1,e is a CSIT estima-
tion error matrix. Each element of H1,e is modeled as a random 
variable with the distribution CN(0, �2

e
) [31]. We assume that 

Fk for all k except k=1 is designed to be orthogonal to the es-
timated channel Ĥ1 as in [29] or [30] (that is, Ĥ1Fk =0Nr×Ns)  
for all k≠1. Please refer to Appendix for the detailed 
explanation on Fk design. Therefore, we know that 
H1F

k
=H1,eF

k
, k=2, 3, ..., K.

Now, the received signal vector can be rewritten as

where the second term is residual inter-user interference.
Let us define Gk =H1Fk. Then, we have Gk =H1,eFk, 

k=2, 3, ..., K, and the received signal can be rewritten as

where G1 is an effective channel matrix of UE 1.
We assume that UE 1 knows the effective channel ma-

trix G1 perfectly. The received signal vector y1 is processed 
by the RF combining matrix WR and then by the baseband 
combining matrix WB. As WR is implemented by analog 
phase shifters, all the elements of WR are constrained to 
have a constant amplitude such that �[WR]m,n� =1∕

√
Nr. 

Thus, the output signal after two-stage combining is given 
by

In the previous literature [29,30], the pair of hybrid 
combining matrices (WR,WB) is designed to minimize the 
Frobenius distance given by

where QR is the set of matrices with all constant amplitude 
entries, which is 1∕

√
Nr, and Wo is the unconstrained MMSE 

combining matrix obtained by solving the following uncon-
strained convex optimization problem:

The nonconvex optimization problem in (5) is solved 
using an iterative alternating optimization method 
[29,30]. However, as the cost function for design-
ing (WR,WB) in the previous literature is based on the 
Frobenius distance ‖‖W

o
−W

R
W

B
‖‖

2

F
, it cannot guarantee 

optimality in terms of the MSE between the information 
symbols and their estimates, which is vital in communi-
cation systems.

3  |   PROPOSED TWO-STEP 
HYBRID COMBINER

In this section, we propose a hybrid combiner design method 
based on the MSE cost function. The pair of hybrid com-
bining matrices (WR,WB) can be designed by formulating a 

(1)y1 =H1F1s1+

K∑

k=2

H1Fksk +z1,

(2)y1 =H1F1s1+

K∑

k=2

H1,eFksk +z1,

(3)y1 =G1s1+

K∑

k=2

Gksk +z1,

(4)
ŝ1 =WH

B
WH

R
y1

=WH

B
WH

R
G1s1+

K∑

k=2

WH

B
WH

R
Gksk +WH

B
WH

R
z1.

(5)min
W

R
,W

B

‖‖W
o
−W

R
W

B
‖‖

2

F
s. t.W

R
∈Q

R
,

(6)min
W

o

E

[‖‖‖ s
1
−WH

o
y

1

‖‖‖
2

]
.

F I G U R E  1   Hybrid receiver structure of the desired UE with 
reduced number of RF chains

RF chain 1

Rx. Nr

RF
Combiner
WR

RF
Combiner
WB

Rx. 1
RF chain 2

RF chain Mr
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nonconvex optimization problem to minimize the MSE be-
tween the information symbols and their estimates given by

This original optimization problem is not tractable be-
cause of the presence of a nonconvex constraint WR ∈WR. To 
address this optimization problem, we consider the iterative 
alternating optimization of two unconstrained optimization 
problems.

We denote the hybrid combiner at the j-th iteration (W(j)

R
,  

W
(j)

B
). To update the analog RF combining matrix to W(j+1)

R
 

for a given digital baseband combining matrix W(j)

B
, we first 

solve the following unconstrained convex MSE minimization 
problem without considering the nonconvex constraint

The unconstrained optimal solution for WR is given by 
[32]

where Ry =E[y1yH
1

]=
∑K

k=1
�2

s
GkGH

k
+�2

z
IN is the covariance 

matrix of the received signal y1 and its unbiased sample covari-
ance matrix can be simply estimated using the received signal 
samples [33].

As all the elements of W(j+1)

R
 should have the same am-

plitude (that is, W(j+1)

R
∈QR), we update W(j+1)

R
 from W

opt

R
 as 

follows:

Similarly, for a given RF combining matrix W
(j+1)

R
, we 

update the digital baseband combining matrix to W(j+1)

B
 by 

solving the unconstrained convex optimization problem

The optimal solution for W(j+1)

B
 is given by

A step-by-step summary of the proposed hybrid combiner 
design is presented in Algorithm 1.

We define W=W
R
W

B
= [w

1
w

2
… w

N
s

] with wn ∈CNr×1,  
and G

k
= [g

k,1
g

k,2
… g

k,N
s

] with g
k,n

∈C
N

r
×1

. The signal-to-in-
terference-plus-noise ratio (SINR) for the n-th symbol s1,n,

n=1, 2, …, N
s
, of the desired UE is

The achievable rate for the desired UE is given by

4  |   SIMULATION RESULTS

In this section, we compare the performance of the proposed 
hybrid combiner with those of the conventional schemes given 
in [28] and [30] and the unconstrained MMSE scheme, in terms 
of the MSE, achievable rate, and BER. The combining matrix 
Wo of the unconstrained MMSE scheme is obtained by solving 
the unconstrained convex optimization problem (6).

The simulation parameters are shown in Table 1. Here, 
a BS is equipped with Nt =128 transmit antennas and it 
serves K =10 UEs, each of which is assigned Ns =2 data 

(7)min
W

R
,W

B

E

[
‖‖‖s

1
−WH

B
WH

R
y

1

‖‖‖
2

]
s.t. W

R
∈Q

R
.

(8)W
opt

R
= arg min

WR

E

[‖‖‖‖
s1−W

(j)H

B
W

H

R
y1

‖‖‖‖

2
]

.

(9)W
opt

R
=�2

s
R−1

y
G1(W

(j)H

B
W

(j)

B
)−1W

(j)H

B
,

(10)W
(j+1)

R
=

1
√

Nr

∡W
opt

R
.

(11)min
WB

E

[
‖‖‖s

1
−WH

B
W

(j+1)H

R
y

1

‖‖‖
2

]
.

(12)W
(j+1)

B
=�2

s

(
W

(j+1)H

R
R

y
W

(j+1)

R

)−1

W
(j+1)H

R
G1.

(13)
SINRn =

�wH
n

g1,n�2

Ns∑
l=1
l≠n

�wH
n

g1,l�2+
K∑

k=2

Ns∑
l=1

�wH
n

gk,l�2+
�2

z

�2
s

��wn��2
.

(14)Γ=

Ns∑

n=1

log2(1 + SINRn).

T A B L E  1   Simulation parameters

Parameters Values

Number of UEs, K 10

Number of transmit antennas at the BS, N
t

128

Number of receive antennas at the UE, N
r

4, 6

Number of RF chains at the UE, M
r

2

Number of data streams for the UE, N
s

2

Modulation order 16-QAM, 64-QAM

Algorithm 1 Proposed hybrid combiner design based
on alternating optimization
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streams. The numbers of receive antennas and RF chains at 
the receiver of the desired UE are set as Nr =4, 6 and Mr =2,  
respectively. The modulation schemes for the information 
symbols are 16-ary quadrature amplitude modulation (16-
QAM) and 64-QAM. Each element of the channel matrix 
H1 is generated by independent and identically distributed 
(i.i.d.) Rayleigh fading with zero mean and unit variance. 
The channel estimation error matrix H1,e is generated by 
i.i.d. random variables with the distribution CN(0, �2

e
) and 

the CSI error variance is set to �2
e
=0.01 [32]. The precod-

ing matrix for each UE is designed as in Appendix, such 
that the precoding matrix for each UE is orthogonal to the 
estimated channel matrix Ĥk of other UEs.

The unbiased sample covariance matrix is estimated by

where y1(l) indicates a received signal sample at UE 1 and L is 
the number of samples used to estimate the covariance matrix.

Figure 2 shows the MSE performances of the proposed 
scheme and the unconstrained MMSE scheme according to the 
parameter L when the sample covariance matrix is used, the num-
ber of receive antennas is Nr =4, and the received SNR is 32 dB. 
In addition, the dotted green line represents the performance of the 
proposed scheme when the true covariance matrix is used. From 
the figure, we can observe that the performance of the proposed 
scheme with the estimated covariance matrix converges to that ob-
tained with the true covariance matrix as the number of samples 
increases. For the rest of the simulation, we used L=4000. The 
authors in [34] and [35] presented some schemes to reduce the 
number of samples used to estimate the covariance matrix while 
maintaining the estimation accuracy. However, this issue is out of 
the scope of the present study and it is not considered in this paper.

Figure 3 shows the average MSEs of the proposed scheme, 
conventional MMSE-matrix decomposition (MMSE-MD) 
scheme in [30], and the unconstrained MMSE scheme when the 
number of receive antennas is Nr =4 and the number of UEs is 
K =10. In the conventional MMSE-MD scheme, the RF and 
baseband combining matrices are designed by applying the ma-
trix decomposition to the unconstrained MMSE combining ma-
trix. From the figure, we can observe that the proposed scheme 
has a lower MSE than the conventional MMSE-MD scheme. The 
performance difference between the proposed scheme and the 
MMSE-MD scheme increases as the SNR increases. This is be-
cause inter-user interference is a dominant factor in performance 
degradation in the high-SNR region, and the proposed scheme 
is better able to eliminate inter-user interference. Furthermore, 
we can observe that the conventional MMSE-MD scheme does 
not guarantee that the hybrid combining matrices (WR,WB) 
obtained using the matrix decomposition method minimize the 
MSE given by E[‖ s

1
−WH

o
y

1
‖2

], although the multiplication of 
the combining matrices WR and WB in the MMSE-MD scheme 
might be the closest to the unconstrained MMSE combining ma-
trix Wo in terms of the Frobenius distance ‖‖W

o
−W

R
W

B
‖‖

2

F
,  

especially when there is residual inter-user interference at the re-
ceiver because of imperfect CSIT. Moreover, the performance of 
the proposed scheme is remarkably close to that of the uncon-
strained MMSE scheme even in the high-SNR region.

Figures 4 and 5 compare the achievable rate of the proposed 
scheme with those of the conventional and unconstrained MMSE 
optimal schemes. In the conventional SVD-MD scheme in [30], 
the RF and baseband combining matrices were designed by apply-
ing the matrix decomposition to the unconstrained SVD combin-
ing matrix. In the AGH-B-SVD scheme in [28], the RF combining 
matrix was chosen to harvest the array gain and the baseband 
combining matrix was designed based on the SVD of the desired 
channel matrix. The number of receive antennas is Nr =4 and 6 for 

(15)R̂y =
1

L−1

L∑

l=1

y1(l)yH
1

(l),

F I G U R E  2   MSE comparison according to the number of 
samples used to estimate the covariance matrix

Proposed ( Estimated Ry )

Proposed ( True Ry )

Unconstrained MMSE

Proposed (Estimated Ry)
Proposed (True Ry)
Unconstrained MMSE

Num. of samples (L)

M
SE

10–1

500 1000 1500 2000 2500 3000 3500 4000
10–2

F I G U R E  3   MSE comparison when N
s
=2 data streams are 

received through N
r
=4 receive antennas and M

r
=2 RF chains

Unconstrained MMSE
Proposed
MMSE-MD [30]

M
SE

10–2

10–1

0 5 10 15 20 25 30 35 40
SNR (dB)

Unconstrained MMSE
Proposed
MMSE-MD [30]

100
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Figures 4 and 5, respectively. By comparing the results in Figures 
4 and 5, we can observe that the achievable rate increases as the 
number of receive antennas increases. This is because the SINR 
performance increases according to the number of receive anten-
nas. Furthermore, it can be observed that the proposed scheme has 
a higher achievable rate than the conventional schemes for both 
Nr =4 and 6. Similar to the MSE results in Figure 3, the achievable 
rate performance gap between the proposed scheme and the con-
ventional schemes increases as the SNR increases.

Figures 6 and 7 show the BERs of the desired UE in the pro-
posed scheme, the conventional schemes, and the unconstrained 
MMSE optimal scheme. The number of receive antennas in 
the desired UE is Nr =4. In Figures 6 and 7, the modulation 
scheme for the information symbols is 16-QAM and 64-QAM, 

respectively. The gray code is applied for the bit assignment of 
each QAM symbol to minimize the BER. From the figures, 
it is observed that the proposed scheme achieves a BER per-
formance similar to that of the unconstrained MMSE optimal 
scheme for both the 16-QAM and 64-QAM cases. However, the 
conventional schemes show extremely poor BER performance 
in the high-SNR region. The BER performance gap between the 
proposed scheme and the conventional schemes increases as the 
SNR increases for both cases (16-QAM and 64-QAM).

5  |   CONCLUSION

In this paper, we presented a hybrid combiner design for 
downlink massive MU-MIMO systems, where each UE 
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has a limited number of RF chains—that is, less than the 
number of receive antennas—to reduce the implementa-
tion cost and power consumption. As it is exceedingly 
difficult to solve the original optimization problem owing 
to the constraint of constant amplitude on the RF combin-
ing matrix, we proposed an iterative alternating optimiza-
tion scheme. In the proposed scheme, the analog RF and 
digital baseband combining matrices are alternatively op-
timized first without considering the constant amplitude 
constraint. This is accomplished by fixing one of them 
by turn and then adjusting the other matrix to satisfy the 
constant amplitude constraint. Using simulation results, 
we showed that the proposed scheme achieved better per-
formance than the conventional schemes in the high-SNR 
region in terms of the MSE, achievable rate, and BER.
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APPENDIX 
In this study, the transmit precoding matrix is designed by 
following a similar approach as in [30]. First, a precoding 
matrix with full RF chains is designed without considering 
the constraint on the number of RF chains. To eliminate in-
terference in (1), the full-RF-chain transmit precoding matrix 
F

o

k
, k=1, ..., K needs to be orthogonal to the estimated chan-

nel Ĥj for all j≠ k. This orthogonality condition can be writ-
ten as ĤjF

o

k
=0Nr×Ns

, j≠ k. Now, we define the interference 
channel for UE k as

Then, the orthogonality condition can be rewritten as 
H

k
F

o

k
=0

(K−1)Nr×Ns
. If we assume that Nt ≥ (K−1)Nr+Ns, F

o

k
 

can be selected as a subset of the null-space basis of Hk.
More specifically, the SVD of Hk is given by

where Uk and Vk are unitary matrices of sizes 
(K−1)Nr× (K−1)Nr and Nt×Nt, respectively. 

∑
k is a rect-

angular diagonal matrix of size (K−1)Nr×Nt with rk non-
negative singular values on the diagonal where rk is the rank 
of Hk and rk ≤ (K−1)Nr. The matrix Vk can be partitioned as 
Vk = [Vk,1 Vk,2] where the sizes of the matrices Vk,1 and Vk,2 are 
Nt×rk and Nt× (Nt−rk), respectively, and Vk,2 is a null-space 
basis of Hk. Hence, to satisfy the orthogonality condition, Fo

k
 

can be selected as a subset of Vk,2.
Now, let us consider the design of a hybrid precoding matrix 

by considering the constraint on the number of RF chains. If 
we denote the number of RF chains at the BS as Mt, the hybrid 
precoding matrix can be written as Fk =Fk,RFk,B where Fk,R and 
Fk,B represent an analog RF precoding matrix of size Nt×Mt 
and a digital baseband precoding matrix of size Mt×Ns, respec-
tively. As Fk,R is implemented by analog phase shifters, all the 
elements of Fk,R are constrained to have a constant amplitude 
such that �[F

k,R
]
m,n

� =1∕
√

N
t
.

Using a similar approach as in [30], the hybrid precoding 
matrices (Fk,R, Fk,B) are designed to minimize the Frobenius 
distance between Fo

k
 and Fk,RFk,B given by

The solution of this optimization problem is obtained 
using the iterative alternating optimization method given in 
[Algorithm 1, 30]. The authors in [30] showed that the per-
formance of this hybrid precoding scheme approaches that of 
the full-RF-chain precoding scheme when there is no channel 
estimation error.

(A1)H
k
= [ Ĥ

T

1
, ..., Ĥ

T

k−1
Ĥ

T

k+1
, ..., Ĥ

T

K
]T .

(A2)Hk =UkΣkVH

k
,

(A3)min
F

k,R
,F

k,B

‖‖F
o

k
−F

k,R
F

k,B
‖‖

2

F
s.t.F

k,R
∈Q

R
.


