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Abstract 
 
Due to the angle of view, illumination and scene diversity, real-time dynamic face detection 
and recognition is no small difficulty in those unrestricted environments. In this study, we used 
the intrinsic correlation between detection and calibration, using a multi-task cascaded 
convolutional neural network(MTCNN) to improve the efficiency of face recognition, and the 
output of each core network is mapped in parallel to a compact Euclidean space, where 
distance represents the similarity of facial features, so that the target face can be identified as 
quickly as possible, without waiting for all network iteration calculations to complete the 
recognition results. And after the angle of the target face and the illumination change, the 
correlation between the recognition results can be well obtained. In the actual application 
scenario, we use a multi-camera real-time monitoring system to perform face matching and 
recognition using successive frames acquired from different angles. The effectiveness of the 
method was verified by several real-time monitoring experiments, and good results were 
obtained. 
 
 
Keywords: multi-task cascaded convolutional neural networks, real-time dynamic face 
recognition, facial feature algorithms 
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1. Introduction 

Both face detection and alignment are indispensable parts of many face-based applications, 
such as facial recognition [1] [2] [3] [36] [43] and facial analysis [4] [5]. Dynamic recognition 
poses a great challenge because of the visual changes in the face plus the effects of posture and 
light. And in many embedded applications or IoT applications, the timeliness of face 
recognition is also an important indicator. We hope to accomplish this task with the least time 
and resource costs.  

In Section 2, we list some previous work on face detection and recognition. Section 3 
discusses the optimization algorithm and model architecture of parallel multi-task 
convolutional neural networks in real-time dynamic multi-camera applications. We describe a 
multitasking cascade convolutional neural network with FaceNet method to improve the 
efficiency of face recognition and map the output of each core network in parallel into a 
compact Euclidean space, where the distance represents the similarity of facial features, which 
can be quickly Identify the target face. In Section 4, the performance of the parallel multi-task 
convolutional neural network was tested using FDDB and CASIA-FaceV5 datasets. The 
algorithms in different experiments were compared and evaluated. Section 5 summarizes the 
work done and suggests further directions for improvement. 

2. Related Work 
Nowadays, convolutional neural network (CNN) [6] [7] [8] has been applied to achieve good 
results for the applications such as image classification [9] [41] and face recognition.  

Viola and Jones [10] proposed a cascade face detector which took advantage of Haar-like 
features and AdaBoost method to train cascaded classifiers and achieve good performance 
with real-time efficiency. Y. Sun, X. Wang and X. Tang [11] implements the face annotation 
algorithm based on CNN, and finds that the optimization of deep convolution network 
depends heavily on the structure and initial weight. H. Li, Z. Lin, X. Shen, et al. [12] proposes 
a convolutional neural network based cascade structure and introduces a CNN-based 
calibration phase after each detection phase of the cascade. It has strong recognition 
capabilities while maintaining high performance. D. Chen, S. Ren, Y. Wei, et al. [13] 
proposed a new face detection method. The core idea is to combine face alignment and 
detection, and to observe the aligned face shape to provide better features for face 
classification. Liu et al. [14] proposed a two-stream transformer network (TSTN) approach for 
face detection technology based on dual video stream that decomposes the video stream into a 
time stream and a spatial stream. X. Yu et al. [15] solves the problem of facial landmark 
location from the aspect of a single camera. A two-level cascade deformable model is 
proposed. It is a group sparse learning method to induce the selection of the most significant 
facial landmarks. By introducing a 3D facial shape model and using Procrustes analysis, the 
pose-free facial landmark initialization is realized. E. Zhou et al. [16] proposes a method of 
locating a wide range of face markers using a coarse-to-fine convolutional network cascade in 
which each network layer is trained to locally refine the face generated by the previous 
network layer. A subset of the logo. In addition, each level predicts explicit geometric 
constraints to correct current network level inputs. B. Shi et al. [17] presented a deep 
regression face alignment method that estimates the initial face shape from the entire image, 
while the subsequent layers iteratively update the shape. Combined with standard derivatives 
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and numerical approximations, all layers are able to backproper error differentiation, so that 
standard backpropagation can be applied to jointly learn parameters from all layers. 

However, quite a few studies indicated that this detector may degrade significantly in 
real-world applications with larger visual variations in human faces even if more advanced 
features and classifiers are included. Most of the previously developed face recognition 
methods often ignore the effect of face angle and lighting. In order to address these problems, 
several algorithms have been proposed but they do not fully address the effects of face angle 
and lighting. In addition, there is a lack in the performance improvement of current training 
sample classifier. It is necessary to develop a classification algorithm that can extract facial 
features with higher precision and achieve better performance in matching facial features. Let 
it connect the output of each core CNN in parallel to perform real-time target matching on the 
detected object. 
 

 
Fig. 1. Continuous images are acquired in real time by camera in real scene, and the feature matrix of 

key frame face images is calculated by MTCNN algorithm. The source of the photograph is the 
photograph taken by the author himself. 

 
In this paper, we propose a novel cascading-parallel architecture to lift the dynamic face 

recognition performance. The algorithm consists of three steps. In the first step, multiple 
cameras are used and successive frames are obtained from different angles; the candidate form 
is retained using a multi-task cascaded convolutional neural network (MTCNN) [18] [19] and 
the face in the video stream [20] [21] is extracted. In the second step, the FaceNet [22] [23] 
extraction is used. The 128 feature values of the face are stored in an array. In the third step, 
the face datasets are classified and matched using a k-nearest neighbor (KNN) method [24] [33] 
to achieve dynamic face recognition.  
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Fig. 2. Framework of the real-time dynamic face recognition. 
 

3. Algorithm Principle and Model Formula 

3.1 Multi-task cascaded convolutional neural networks 
The MTCNN first uses a full CNN, proposal net (P-Net) to calculate the candidate forms and 
boundary regression vectors. At the same time, the candidate form is using the bounding box 
to calibrate. Then, we use the network management system (NMS) [29] method to remove 
overlapping windows. Subsequently, the picture containing the candidate form determined by 
the P-Net is trained in the refine net (R-Net) network; the network uses the full connection 
method for training. We use the bounding box vector to finetune the candidate form and use 
the NMS to remove the overlapping form. Finally, the network structure is more convolutional 
than the R-Net. The function is the same as that of the R-Net. It only shows the key position of 
the face while removing the overlapping candidate window. 

The MTCNN feature descriptor includes three parts, face/non-face face classifier, bounding 
box regression, and landmark location. 
 

L𝑖𝑖𝑑𝑑𝑑𝑑𝑑𝑑 = −�𝑦𝑦𝑖𝑖𝑑𝑑𝑑𝑑𝑑𝑑 log(𝑝𝑝𝑖𝑖) + �1 − 𝑦𝑦𝑖𝑖𝑑𝑑𝑑𝑑𝑑𝑑�(1 − log(𝑝𝑝𝑖𝑖))�                            (1) 
 
where 𝑦𝑦𝑖𝑖𝑑𝑑𝑑𝑑𝑑𝑑 ∈ {0,1}. Eq. (1) is a cross-entropy loss function for face classification, where 𝑝𝑝𝑖𝑖 is 
the probability of the face and 𝑦𝑦𝑖𝑖𝑑𝑑𝑑𝑑𝑑𝑑 is the real tag of the background. 
 

L𝑖𝑖𝑏𝑏𝑏𝑏𝑏𝑏 = �𝐲𝐲�𝑖𝑖𝑏𝑏𝑏𝑏𝑏𝑏 − 𝐲𝐲𝑖𝑖𝑏𝑏𝑏𝑏𝑏𝑏�2
2
                                               (2) 

 

http://www.butlergroup.ie/wp-content/uploads/wpsc/product-files/608_JDSU_Optical_Network_Management_System.pdf
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where 𝐲𝐲𝑖𝑖𝑏𝑏𝑏𝑏𝑏𝑏 ∈  ℝ4 . Eq. (2) is the regression loss calculated by the Euclidean distance. In the 
equation,  𝐲𝐲�  is predicted through the network, 𝐲𝐲  represents the actual real background 
coordinates and the quad (upper left 𝐱𝐱, upper left 𝐲𝐲, long, wide). 
 

L𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑑𝑑𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 = �𝐲𝐲�𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑑𝑑𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 − 𝐲𝐲𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑑𝑑𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙�
2
2                                     (3) 

 
where 𝐲𝐲𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙𝑑𝑑𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 ∈ ℝ10. As with the boundary regression, the Euclidean distance between the 
predicted landmark position and the actual real landmark is calculated and the distance is 
minimized. 𝐲𝐲� is predicted through the network and  𝐲𝐲 is the actual real landmark coordinate. 
Since there are a total of 5 points and 2 coordinates for each point, 𝐲𝐲 is a ten-tuple. The 
multiple input source training is defined as follows: 
 

min∑ ∑ 𝛼𝛼𝑗𝑗𝛽𝛽𝑖𝑖
𝑗𝑗𝐿𝐿𝑖𝑖
𝑗𝑗

𝑗𝑗∈{𝑑𝑑𝑑𝑑𝑑𝑑,𝑏𝑏𝑏𝑏𝑏𝑏,𝑙𝑙𝑙𝑙𝑙𝑙𝑑𝑑𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙}
𝑁𝑁
𝑖𝑖=1                                (4) 

 
where 𝛽𝛽𝑖𝑖

𝑗𝑗 ∈ {0,1}. The objective of the training and learning process is to minimize Eq. (4), 
where 𝑁𝑁 is the number of training images, 𝛼𝛼𝑗𝑗 indicates the importance of the task, 𝛽𝛽𝑖𝑖

𝑗𝑗 is the 
sample tag, and 𝐿𝐿𝑖𝑖

𝑗𝑗 is the above loss function Eq. (4). 
 

 
 

Fig. 3. The proposed MTCNN-based facial feature detection method is divided into three steps:  
1) proposal net, 2) refine net, and 3) output net. 
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A comparison of the computing speed and verification accuracy of CNNs at each core level 
shown in Table 1. 
 

Table 1. Comparison of CNNs speed and verification accuracy. 

Group CNN 400 x Forward  
Propagation 

Validation 
Accuracy 

Group 1 P-Net 0.038s 94.70% 

Group 2 R-Net 0.491s 95.10% 

Group 3 O-Net 1.478s 95.10% 

 

 
Fig. 4. Flowchart of the proposed three-step method. 

 
In order to improve the algorithm results, in the process of training, only the gradient of the 

first 70% of the samples is transmitted backward at a time to ensure that the transmitted 
numbers are valid. This approach is similar to a latent support vector machine (SVM) [35] but 
it embodies the end-to-end learning of deep learning.  
 

3.2 Analysis of the time complexity of the MTCNN 
The time complexity determines the training/prediction time of the model. If the complexity is 
too high, model training and prediction consume too much time and ideas cannot be verified 
quickly, the model cannot be improved, and the prediction is slow. Therefore, the amount of 
time required by the algorithm and the number of basic operations performed are at most one 
constant factor. We analyze the time complexity of each convolution layer cascade after the 
MTCNN algorithm model is logically analyzed. 

P-Net 
regression 

R-Net 
regression 

O-Net 
regression 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 14, NO. 10, October 2020                                 4123 

 
Fig. 5. Time cost of each section of the MTCNN. 

 
First, the MTCNN uses a convolution kernel for the convolution operation of the input 

image. M represents the output characteristics of the convolution kernel. K represents the size 
of each convolution kernel. If 𝐶𝐶𝑖𝑖𝑙𝑙  represents the number of input channels and 𝐶𝐶𝑏𝑏𝑜𝑜𝑑𝑑  represents 
the number of output channels, then the time complexity is determined by the area of the 
output feature map 𝐌𝐌2, the area of the kernel 𝐊𝐊2, and the number of input and output channels.  

The size of the output feature map is determined by the size of the input matrix X, the size of 
the convolution kernel K, Padding and Stride; therefore, the function is expressed as: 
 

𝐌𝐌 =  𝐗𝐗−𝐊𝐊+2∗𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏
𝐒𝐒𝐒𝐒𝐒𝐒𝐏𝐏𝐏𝐏𝐒𝐒

+ 1                                            (5) 
 

To simplify the number of variables in the expression, it is assumed that the input image and 
convolution kernel are square; therefore, the time complexity can be expressed as: 
 

Time ~ O( 𝐌𝐌2 ∗  𝐊𝐊2 ∗  𝐶𝐶𝑖𝑖𝑙𝑙 ∗  𝐶𝐶𝑏𝑏𝑜𝑜𝑑𝑑 )                              (6) 
 

Assuming that the neural network has a convolution layer D, 𝑙𝑙  represents the 𝑙𝑙 -th 
convolution layer, C stands for the number of kernels, so 𝐶𝐶𝑖𝑖𝑙𝑙  is the number of output channels 
in the (𝑙𝑙– 1)-th convolution layer. Therefore, the time complexity of the cascaded CNN is the 
accumulation of the time complexity of all coiling layers: 
 

Time ~ O( ∑ 𝐌𝐌𝑙𝑙
2D

𝑙𝑙=1 ∗  𝐊𝐊𝑙𝑙
2 ∗  𝐶𝐶𝑙𝑙−1 ∗  𝐶𝐶𝑙𝑙)                                (7) 
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Algorithm 1. Algorithm of cascade training and joint face alignment 

Input: training images {𝒙𝒙𝑖𝑖}, image labels {𝒚𝒚𝒊𝒊}, basic 
prior shapes 𝑺𝑺�𝒊𝒊 for positive images , 𝒚𝒚𝒊𝒊 = 1 
Output: weak learning samples {C 𝑅𝑅𝑙𝑙𝑑𝑑 }, taxonomy 
threshold {𝜃𝜃𝑙𝑙𝑑𝑑}. 
Initialize the face shapes 𝑆𝑆𝑖𝑖0 in the images to a random 
disturbance in the  the window of 𝒙𝒙𝑖𝑖 
Initialize face classification parameters 𝑓𝑓𝑖𝑖 = 0 
for t = 1 to T do  
     for k = 1 to K do 
          for each image i do  
               calculate its weight 𝑤𝑤𝑖𝑖 
          end for  
          select a ramdom point for regression calculation 
          compute  a structure of regression tree C𝑅𝑅𝑙𝑙𝑑𝑑  
          for each leaf do 
               try to set classification parameters  
          end for 
          for each image i do 
              renew its regression parameters as 𝑓𝑓𝑖𝑖 = 𝑓𝑓𝑖𝑖 +
 C𝑅𝑅𝑙𝑙𝑑𝑑(𝒙𝒙𝑖𝑖 ,𝑆𝑆𝑖𝑖𝑑𝑑−1) 
          end for  
          use {𝑓𝑓𝑖𝑖} to set the bias 𝜃𝜃𝑙𝑙𝑑𝑑  
          remove images whose 𝑓𝑓𝑖𝑖  < 𝜃𝜃𝑙𝑙𝑑𝑑  from training 
samples list 

end for 
compute the face shape increments of regression tree 

leaves 
compute 𝑆𝑆𝑖𝑖𝑑𝑑 for all of images  

end for 

 
 

3.3 An improved parallel multi-task cascade convolutional neural network 
model 
Under the existing MTCNN framework, the face detection tasks for different illuminations 
and angle conditions have been greatly improved. However, because of the limited number of 
output channels, the face recognition performance is not particularly good. Therefore, we 
integrate the original algorithm into the network architecture of parallel mapping FaceNet to 
effectively increase the output of the facial feature map and greatly improve the accuracy of 
the face recognition. 

FaceNet performs a mapping from a facial image to a compact Euclidean space, where the 
distance corresponds directly to the measure of facial similarity. The spatial distance is 
directly related to the similarity of the pictures. Different images of the same person have a 
small distance and images of different people have a large distance. As long as the mapping is 
determined, the relevant face recognition task becomes simple. FaceNet directly uses the loss 
function of large margin nearest neighbor (LMNN) [34] based on triplets to train the neural 
network. 
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Fig. 6. FaceNet network architecture is composed of input layer and multi-layer convolution neural 

network, then normalized by L2 [30] function, and finally formed face embedded. As shown here is the 
three loss diagram of FaceNet network training process. 

 
The network directly outputs a 128-dimensional vector space. 
 

�𝐱𝐱ia − 𝐱𝐱i
p�

2
2 + 𝛂𝛂 < ‖𝐱𝐱ia − 𝐱𝐱in‖22,∀�𝐱𝐱ia, 𝐱𝐱i

p, 𝐱𝐱in� ∈ 𝒯𝒯                                  (8) 
 
The loss that is being minimized is then  
 

∑ ��𝑓𝑓(𝐱𝐱ia) − 𝑓𝑓(𝐱𝐱i
p)�

2
2
− ‖𝑓𝑓(𝐱𝐱ia) − 𝑓𝑓(𝐱𝐱in)‖22 + 𝜶𝜶�

+
𝑁𝑁
𝑖𝑖                         (9) 

where α is the positive/negative boundary. The choice of triplets is very important for the 
convergence of the model. For 𝐱𝐱𝑖𝑖𝑙𝑙 , we need to select different pictures of the same 
individual 𝐱𝐱𝑖𝑖

𝑝𝑝 to calculate argmax 𝐱𝐱i
p�𝑓𝑓(𝐱𝐱𝑖𝑖𝑙𝑙) − 𝑓𝑓(𝐱𝐱𝑖𝑖

𝑝𝑝)�
2
2
. At the same time, we also need to select 

images of different individuals 𝐱𝐱in to calculate argmin 𝐱𝐱in�𝑓𝑓(𝐱𝐱𝑖𝑖𝑙𝑙) − 𝑓𝑓(𝐱𝐱𝑖𝑖
𝑝𝑝)�

2
2
. During practical 

training, it is unrealistic to calculate argmin  and argmax  across all training samples and 
training convergence is difficult due to incorrectly labeled images. Therefore, we filter by 
calculating the subset's argmin and argmax every 𝑛𝑛 steps. 

Next we will describe the parallel architecture of the whole system, that is, the neural 
network composed of MTCNN and parallel FaceNet. 

First, we set up a fully connected network at the input level, which is a neural network layer 
with two output layers. The input is averagely pooled to 12×12 vector. After a series of 
convolution operations, the final convolution layer will output a vector of 1×16×1×1. Each 
feature point output from the two output layers is expressed in the form of probability 
distribution, that is,  𝒑𝒑 = (𝒑𝒑𝟎𝟎,𝒑𝒑𝟏𝟏)  represents face and non-face, 𝒕𝒕𝒌𝒌 = (𝒕𝒕𝒙𝒙𝒌𝒌, 𝒕𝒕𝒚𝒚𝒌𝒌, 𝒕𝒕𝒘𝒘𝒌𝒌 , 𝒕𝒕𝒉𝒉𝒌𝒌)  for the 
possibility of predicting each face. 

Then, we use the multi-task convolutional neural network to calculate the loss of the upper 
layer of the fully connected network as the input of three different loss functions, and use the 
bounding box regression method to jointly optimize the branches. Among that, the softmax 
loss is used for the classification and the L2 paradigm is used to regularize the bounding-box 
regression to achieve smoothness: 
 

 
Batch DEEP 

ARCHITECTURE L2 EMBEDDING
Triplet
Loss

LEARNING

Anchor

Anchor

Positive

Negative
Negative

Positive

FaceNet’s  Model structure

The Triplet Loss
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     L(𝒑𝒑,𝒖𝒖, 𝒕𝒕𝑜𝑜,𝒗𝒗) = L𝑐𝑐𝑙𝑙𝑐𝑐(𝒑𝒑,𝒖𝒖) + 𝜆𝜆[𝒖𝒖 ≥ 1]L𝑙𝑙𝑏𝑏𝑐𝑐(𝒕𝒕𝑜𝑜,𝒗𝒗)                     (10) 
 
where L𝑐𝑐𝑙𝑙𝑐𝑐(𝒑𝒑,𝒖𝒖) = − 𝑙𝑙𝑙𝑙𝑙𝑙 𝒑𝒑𝑜𝑜 is a log loss for the class u.  

We set 𝜆𝜆 = 0.1,  because after reading papers and a lot of experiments, we find that this 
parameter will be applicable to most convolutional neural networks. And four coordinates for 
the regression offsets that are shown as following:  
 

𝒕𝒕𝑏𝑏∗ = (𝒙𝒙∗ − 𝒙𝒙𝑝𝑝)/𝒘𝒘𝑝𝑝                                               (11) 
 

𝒕𝒕𝑦𝑦∗ = (𝒚𝒚∗ − 𝒚𝒚𝑝𝑝)/𝒉𝒉𝑝𝑝                                                (12) 
 

𝒕𝒕𝑤𝑤∗ = 𝑙𝑙𝑙𝑙𝑙𝑙 (𝒘𝒘∗/𝒘𝒘𝑝𝑝)                                                (13) 
 

𝒕𝒕ℎ∗ = 𝑙𝑙𝑙𝑙𝑙𝑙 (𝒉𝒉∗/𝒉𝒉𝑝𝑝)                                                 (14) 
 
where x and y are the two coordinates representing the central area of the box and w and h 
represents the width and height of the box respectively. The proposed box and ground truth 
box are represented by variables 𝒙𝒙𝒑𝒑 , and 𝒙𝒙∗ . So we can optimize many uncertain face 
recognition targets obtained by learning, and then obtain the target frame reduction as shown 
in Fig. 4 to achieve better recognition results. 

Through continuous training, the regression deviation will be normalized into unit variance. 
So that the efficiency of the algorithm can be greatly improved. This optimization algorithm is 
also applicable to other loss functions in the system. 

Then we will associate the output of the vectors 𝟏𝟏𝟏𝟏 × 𝟏𝟏𝟏𝟏 above with the output of the 
vectors 𝟏𝟏𝟐𝟐 × 𝟏𝟏𝟐𝟐 of the other branch in a fully connected form. That is, the output of 𝟏𝟏𝟐𝟐 × 𝟏𝟏𝟐𝟐 
is a 128-dimensional vector. We can name it 24 fc, and then 24 fc is fully connected to the 
vectors of 𝟏𝟏𝟏𝟏 × 𝟏𝟏𝟏𝟏 × 𝟏𝟏 × 𝟏𝟏 above. The connection of this layer is named 12-24 fc.  

Here we will set 0.1 as a classification threshold, which is used to better extract the areas we 
want from the upper layer network that meet the target characteristics. This threshold is well 
classified in the previous single cascade branch, and this threshold is also applicable to output 
the loss of classification and bounding regression.Similar to the algorithms described in the 
preceding two paragraphs, the final branch takes a 48x48 vector as input, outputs a 
256-dimensional vector, and performs a fully connected operation with 12-24 fc. As in 12-24 
fc, we also set a classification threshold. This parameter will determine the final output 
recognition result. Similar to the above test, we find that 0.003 is the most applicable.  

By combining weight functions with these loss functions, we can get a new cascade loss 
function: 
 

𝑳𝑳𝒋𝒋𝒋𝒋𝒊𝒊𝒋𝒋𝒕𝒕 = 𝝀𝝀𝟏𝟏𝑳𝑳𝒙𝒙𝟏𝟏𝟏𝟏 + 𝝀𝝀𝟏𝟏𝑳𝑳𝒙𝒙𝟏𝟏𝟐𝟐 + 𝝀𝝀𝟑𝟑𝑳𝑳𝒙𝒙𝟐𝟐𝒙𝒙                                    (15) 
 
where 𝑳𝑳𝒙𝒙𝟏𝟏𝟏𝟏, 𝑳𝑳𝒙𝒙𝟏𝟏𝟐𝟐 and 𝑳𝑳𝒙𝒙𝟐𝟐𝒙𝒙 represent the different losses of  branches, which is calculated by Eq. 
(1). 𝝀𝝀𝟏𝟏, 𝝀𝝀𝟏𝟏, and 𝝀𝝀𝟑𝟑 are the loss weights of each branch above. 

The last step is the joint training of MTCNN and parallel FaceNet. We deeply analyzed the 
limitations of the training process of MTCNN algorithm, designing an architecture for joint 
operation of MTCNN and FaceNet. This architecture is shown in Fig. 2. When each branch of 
MTCNN gives an output, it will be used as parallel mapping input to the FaceNet network. The 
FaceNet network convolutes all inputs into a 128-dimensional vector output, which is the 
characteristic points of 128 target regions. These 128-dimensional vectors are then processed 
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by KNN neural network to assist in target recognition, so as to achieve more accurate 
recognition of the target face. 

4. Analysis of Results 
We used multiple cameras in the interior to recognize pedestrians from different angles. The 
camera captures the pedestrian photos in real time, detects and corrects faces using the 
MTCNN model, and then uses these corrected faces as inputs to the trained FaceNet model; 
these inputs become the feature matrix with 128 eigenvalues. Finally, KNN training is 
performed on these feature matrices for face recognition. To train the data set of the KNN, we 
are using CASIA-FaceV5's 4,000 Asian face photos, which also includes 1000 face photos of 
our team members. In the training process, the Intersection-over-Union (IoU) ratio of  𝒚𝒚� and 𝒚𝒚 
is 0.3 non-human face, 0.65 face, 0.4 face part, and 0.3 landmark; the training sample ratio is 
negative sample: positive sample: part sample: landmark = 3:1:1:2. We continue to appear in 
front of the camera, using the variable n to indicate the number of people identified and the 
variable m to indicate the number of times the team members were accurately identified. We 
also used several other algorithms to compare the accuracy of the face recognition from 
different angles.  

4.1 CASIA-FaceV5 dataset for face recognition 
In this section, We first use the CASIA-FaceV5 [32] face dataset training set to test our 
algorithm architecture. All the pictures in this dataset are captured by Logitech USB camera. 
Volunteers who provide face data include workers, attendants and researchers. The face 
changes of all the pictures in the dataset include different lighting, posture, facial expressions 
and glasses. We assign these images according to the data set allocation ratio mentioned above, 
that is, the training sample ratio is negative sample: positive sample: part sample: landmark = 
3:1:1:2. 

In order to obtain a relatively accurate and stable recognition rate, we use several typical 
face recognition algorithms in the data set for many tests, and use the average accuracy and the 
time cost of training to evaluate the performance of each algorithm on the CASIA-FaceV5 
training set. The test results are shown in the following Table 2. 

Table 2. The results of the test using the CASIA-FACEV5 dataset. 

Algorithm Accuracy(%) Training Time (s) 
Time per batch 

(s) 

Joint fasterRCNN 

[27] 
93.4±0.2 0.55 1.375 × 10−3 

Faceness [25] 92.1±0.2 1.58 3.95 × 10−3 

Video-based face 

alignment [26] 
88.7±0.2 1.65 4.125 × 10−3 

CCF [28] 87.4±0.2 0.35 0.875 × 10−3 

MTCNN-FaceNet 

(Ours) 
94.20±0.4 0.67 1.675 × 10−3 
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The efficiency and accuracy of each algorithm tested are shown in the Table 2. The test 
results show that our MTCNN-FaceNet algorithm is nearly 2.5 times faster than the 
video-based Face Alignment and Faceness algorithms. And the accuracy is improved by 
approximately 10 and 5 percentage points, respectively. Obviously, our MTCNN-FaceNet has 
better performance and efficiency, and has more significant architectural improvements than 
other mainstream face recognition schemes. 

The test results of the comparison between MTCNN-FaceNet with different lamda and the 
performances of MTCNN-FaceNet are shown in the following figures. Fig. 8 shows the 
accuracy and Fig. 9 shows the time required for recognition. The experimental results in Fig. 8 
and Fig. 9 show that the time cost of lamda = 0.2 is more than 50% faster than that of lamda = 
0.05 for the training time of the samples and the decrease in the average accuracy is about 
1.5%. 

 
Fig. 7.  Evaluation on CASIA-FACEV5. 

 

 
Fig. 8. Accuracy of the face recognition using the CASIA-FaceV5 dataset. 
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Fig. 9. The time required for recognition using the CASIA-FaceV5 dataset. 

 

4.2 FDDB face dataset for face recognition 
The face detection dataset FDDB [31] contains 2,845 images, which includes 5171 faces with 
different occlusions, different poses, different environmental light and different blurred faces. 
This allows for calibration of the face area with ellipses  and grayscale and color maps. 

Similar to the data processing method of the CASIA-FaceV5 training set, we also use 
several other typical face recognition algorithms to test, and use the average accuracy and the 
average time cost of training samples to evaluate their performance. 

 
Table 3. The results of the test using the FDDB dataset. 

Algorithm Accuracy(%) Training Time (s) 
Time per batch 

(s) 

Joint fasterRCNN [27] 86.8±0.02 0.65 2.167 × 10−3 

Faceness [25] 86.7±0.02 1.28 4.27 × 10−3 

Video-based face 

alignment [26] 
86.6±0.02 1.05 3.5 × 10−3 

CCF [28] 86.4±0.02 0.51 1.7 × 10−3 

MTCNN-FaceNet 

(Ours) 
88.2±0.02 0.45 1.5 × 10−3 
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Fig. 10. Evaluation on FDDB dataset. 

 

 
Fig. 11. Accuracies of the face recognition using the FDDB dataset. 
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Fig. 12. The time required for recognition using the FDDB dataset. 

 
Table 3 shows that our method has the best performance in the experiments using the 

FDDB face database. In terms of accuracy, our MTCNN-FaceNet architecture has the highest 
accuracy. As shown in the chart, the accuracy of our algorithm is 1.5 percent higher than that 
of Faceness algorithm, 1.6 percent higher than that of Video-based Face Alignment algorithm, 
and 1.4 percent higher than that of the Joint FasterRCNN algorithm. In terms of time cost, the 
MTCNN-FaceNet is much faster than the Video-based Face Alignment and Faceness by 
approximately 2.3 times and 2.84 times, respectively. The experimental results clearly show 
that the MTCNN-FaceNet architecture has better performance and is more robust because it 
has a good recognition effect on different data sets. 

The experimental results shown in Fig. 11 and Fig. 12 indicate that the time cost of lamda = 
0.2 is more than 50% faster than that of lamda = 0.05 for the training time of the samples and 
the decrease in the average accuracy is about 2%. However, due to the black box property of 
neural network, some unknown random values will appear in the process of operation, which 
makes the code running result unstable, such as the results in Fig. 12 indicate an unstable 
performance. In spite of this, the performance is good regarding the tradeoff between accuracy 
and time cost. 

5. Conclusion 
In many current embedded terminals or IoT applications, the efficiency of real-time dynamic 
face recognition is greatly affected by the angle and illumination of the video stream. In 
addition, it is difficult to improve the performance of the training sample classifier, and it takes 
a long time to iteratively calculate the target face matching result. Therefore, we propose a 
method of parallel calculation of MTCNN-FaceNet, which uses the inherent correlation 
between detection and calibration to enhance facial recognition performance, improve the 
real-time performance of the whole system through parallel architecture, and shorten the time 
to recognize face targets. At the same time, the real-time parallel feedback can be used to 
compare the timely changes of the two frames before and after, so as to reduce the influence of 
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the face angle and illumination on the recognition result in the video stream. In the future, we 
plan to use feature selection for further experiments and include more detailed areas for further 
research, including an automated selection (choose the correct k) algorithm to optimize the 
number of clusters by further refining MTCNN and k-means, In particular, the combination of 
methods and the accuracy of clustering are improved by further adjusting the hyperparameters. 
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