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Abstract 

 
Mobile edge computing (MEC) is capable of providing services to smart devices nearby through 
radio access networks and thus improving service experience of users. In this paper, an 
offloading strategy for the joint optimization of computing and communication resources in 
multi-user and multi-MEC overlapping scene was proposed. In addition, under the condition that 
wireless transmission resources and MEC computing resources were limited and task completion 
delay was within the maximum tolerance time, the optimization problem of minimizing energy 
consumption of all users was created, which was then further divided into two subproblems, i.e. 
offloading strategy and resource allocation. These two subproblems were then solved by the 
game theory and Lagrangian function to obtain the optimal task offloading strategy and resource 
allocation plan, and the Nash equilibrium of user offloading strategy games and convex 
optimization of resource allocation were proved. The simulation results showed that the proposed 
algorithm could effectively reduce the energy consumption of users. 
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1. Introduction 

Various novel intelligent services keep emerging with the coming of 5G network, so 
hundreds of millions of intelligent terminal devices have a lot of tasks to deal with, but they 
are insufficient to fulfill all these tasks due to their limited resources. Mobile edge computing 
[1] enables terminal devices to offload computing tasks onto edge servers through radio 
access networks, which shortens the distance between server and user, thereby greatly 
reducing the task completion time and user energy consumption [2]. Task offloading strategy 
and resource allocation have become the research focus due to its direct influence on 
system’s performance [3]. 

The complex intelligent services have higher demands for the energy consumption of 
terminal devices [4]. The optimal offloading strategy and resource allocation plan to 
minimize the energy consumption in the multi-user and single MEC scene was proposed in 
[5], and the differences in energy consumption between transmission modes TDMA and 
FDMA were compared. But it only considers one MEC in that paper, this does not conform 
to the actual scene. Meanwhile, the algorithm proposed in that paper can be optimized to 
make the total energy less than before. Paper [6] used the alternating direction multiplier 
method to achieve the satisfaction of minimum delay while minimizing the energy 
consumption. Paper [7] introduced the concept of task cache, created the problem of jointly 
optimizing task caching and offloading on edge servers, and proposed the alternative and 
iterative algorithm of task caching and offloading to solve the problem. A game theory based 
algorithm was proposed in [8] to jointly optimize channel bandwidth and MEC computing 
resources, so as to minimize total time and energy consumption. Paper [9] put forward a 
mobile edge computing framework with the functions of multi-user computing task 
distribution and transmission scheduling to maximize the social networking welfare (the 
whole network performance) and achieve the game equilibrium between mobile users. Paper 
[10] considered the existing challenges of establishing a multi-hop network based on the 
application protocol for instant messaging, and proposed a heuristic method and an iterative 
task allocation algorithm to optimize the collaborative network of computing task allocation 
in the multi-hop device. In [11], the optimal task offloading strategy and resource allocation 
plan were studied, an effective bisection method was proposed to solve the strong coupling 
problem of resource allocation, and Gibbs sampling algorithm was raised to obtain the 
optimal distribution decision. The caching strategy was added to the offloading model in [12], 
and the optimal edge computing offloading method with cache enhancement plan was 
proposed to reduce the overall user delay and energy consumption. Paper [13] mapped the 
user task upload to a queuing model to describe the network dynamics, and used the game 
theory method to seek the best plan for computing distribution and transmission scheduling. 
Although most of the above studies have taken the resource allocation and offloading 
strategy into consideration, they only researched on the situation that single user accessed to 
a single MEC scene at the same time, and there is lack of studies on multi-MEC scene 
accessed by single user at the same time. 

If a user can access to the networks of multiple operators in the overlapping area of 
wireless networks of multiple operators, he/she can choose to offload the task onto the MEC 
of different operators. In this paper, the multi-user and multi-MEC offloading strategy was 
studied, together with which, computing and communication resources were jointly 
optimized to minimize the total energy consumption of user terminal devices. To summarize, 
our contributions are as follows: 
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 Under the condition that the wireless transmission resources and MEC computing 
resources were constrained and the task completion delay was within the maximum 
tolerance time, the optimization problem of minimizing the energy consumption of all 
users in the multi-user and multi-MEC overlapping scene was created; 

 Because the proposed problem was nonconvex and thus hard to be solved, it was 
divided into two subproblems: offloading strategy and resource allocation. The 
offloading strategy was solved by using the game theory, and its Nash equilibrium (NE) 
was proved. Meanwhile, the resource allocation was proved to be a convex optimization 
problem, and its optimal value was obtained through Lagrangian method; 

 The two subproblems were jointly iterated to obtain the optimal solution to minimize 
the total user energy consumption. The simulation results showed that the algorithm 
proposed in this paper could reduce the total user energy consumption to a lower level 
compared to [5]. For example, when there are 15 users, the total user energy 
consumption is reduced by about 12.1%. 
The rest of this paper is arranged as follows: Section 2 presents the system model of the 

multi-user and multi-edge server and states the problems. The optimization problem is 
analyzed and an algorithm for joint optimization of user task offloading strategy and 
resource allocation is proposed in Section 3. Section 4 performs the simulation and 
performance analysis of the algorithm. This paper is summarized in Section 5. 

 

2. System Model 
The system model is shown in Fig. 1. Many smart mobile terminals(SMTs) can choose to 
access to the networks of two operators at the same time in the WiFi overlapping area of two 
operators. There are M  user devices and N  WiFi access points (WAPs) randomly 
distributed in the overlapping area, and each operator has an edge server. Assuming that K  
WAPs are connected to MEC1, and the rest WAPs are connected to MEC2, users can process 
their computing tasks locally or offload these tasks onto the edge server through WAP. The 
computing tasks that users m ( 1,2,m M= L ) need to process are 

max
,0{ , , , }m m m m mU f t C D= , where ,0mf  is the local computing resources of user 

devices(UDs), max
mt is the maximum tolerance time of users, mC  is the size of computing 

resources required by users to process tasks, and mD  is the data size. 
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Fig. 1. System Model 

 
 

2.1 User Local Processing Time and Energy Consumption 
 
Each user can choose whether to offload tasks onto MEC for processing. If MEC has already 
carried a lot of load or because of the far distance between the user m and WAP, the 
transmission energy consumption is too high and the transmission time exceeds the user's 
maximum tolerance time for the task completion, the user m  chooses to process the tasks 
locally, and the time it takes is [14]: 

  ,
,0

m
m local

m

Ct
f

=  (1) 

and the energy it consumes is:  

  
3

,0 ,0 ,( )m m m localE k f t=  (2) 
where 24=10k − is a constant. Substituting Formula (1) into Formula (2), we obtain: 
 
  2

,0 ,0( )m m mE k f C=  (3) 
 
2.2 Task Offloading Processing Time and Energy Consumption 
 
The user offloads the data through frequency division multiplexing method. The bandwidth 
of the access point ( [1, ])i i N∈ is iB and the bandwidth allocated to each user is ,m iB . 
Then, the rate of the user m offloading the task data through the access point i is: 
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  ,
, , 2 2log (1 )m m i

m i m i

p g
r B

δ
= +  (4) 

where mp  is the user transmission power, and 2δ is the thermal noise power. The time for 
the user m  to complete the processing of offloaded tasks includes the offloading 
communication time and computing time, which is expressed as: 
 

  ,
, ,

      ( )m m
m i x

m i m i

C Dt i F
f r

= + ∈  (5) 

where xi F∈  means that WAPi can connect to MEC1( 1F ) or MEC2( 2F ), 
,

m

m i

C
f  is the time 

that MEC takes to complete tasks, , ( , [1, 2])m i xf i F x∈ ∈ is the computing resources 

allocated to the user by MEC1 or MEC2, and 
,

m

m i

D
r is the communication time required for 

task uploading. After finishing processing the tasks, the edge server will send the processed 
data back to the user, which takes backT . Compared with other time, backT has little impact on 
the overall time [12], so it is ignored in this paper. Energy consumed by the user m  for task 
offloading is: 
 

 
, ,

      ( )i cm m
m m m x

m i m i

D CE p p i F
r f

= + ∈  (6) 

 
where mp  is the transmission power, and c

mp  is the standby power for the user to wait for 
the completion of offloaded task processing. The total energy consumed by all users is: 
 

  ,
0 1

= ( )*  
N M

m m i
i m

E I a i E
= =

=∑∑  (7) 

 
Each user m  can choose to offload tasks through WAP ( [1, ])i i N∈  or process the 

tasks locally. All users’ offloading decisions ( [0, ])m ma a i N= ∈  constitute the offloading 
decision 1 2( { , ... })mA A a a a= , where 0ma = represents the local processing of tasks. In the 
summation process, ( )mI a i= is 1 if WAP i  is ma , and otherwise it is 0. The goal of this 
paper is to minimize the total energy consumption E by jointly optimizing the user 
offloading decision A , bandwidth allocation ,m iB and MEC computing resources ,m xf . The 
above optimization problem can be expressed as:  
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∈

=

∈ ∈

∀ ∈ ∀ ∈

= = ∀ ∈ ∀ ∈

≤ ∀ ∈ ∀ ∈ ∈

∑

∑

∑ ∑

 (8) 

where A is the user offloading set, restrictive condition C1 represents that the computing 
resources allocated to users cannot be negative, C2 represents that the processing time after 
task offloading should be less than the maximum tolerance time of users, C3 represents that 
the total bandwidth resources allocated to each user cannot be greater than the channel 
bandwidth, C4 represents that the users choose to process tasks locally or offload the tasks to 
MEC1 or MEC2 for processing through any WAP, and C5 represents that the MEC 
computing resources allocated to each user cannot be greater than the total MEC computing 
resources. The notations are given in Table 1. 
 

Table 1. Lists of symbols 
Symbols Descriptions 

1 2F F，  MEC1’s computational resource and MEC2’s computational resource 
maxB  The max channel bandwidth of WAP 

mC  Needed computing resource to complete a task 
mD  Data size of a task 
mf  UD’s local computational capacity 

M  UD numbers 
mp  The transmission power 
c
mp  The maintaining power 
2δ  Gaussian thermal noise power 

3. Optimization Solution 
Since offloading decision A is a discontinuous variable, Problem (8) is a nonconvex 
optimization problem, to which it’s hard to find the optimal solution. However, it can be 
found that all the restrictive conditions of pare only related to computing and communication 
resources except C4, which is related to offloading decision. Therefore, an algorithm for the 
joint optimization of task offloading strategy and resource allocation was proposed in this 
study. It decomposed the original problem into two subproblems, i.e. offloading decision and 
resource allocation, which were then solved separately to minimize user energy consumption. 
The offloading decision and resource allocation were carried out under the condition of 
given computing and communication resources, and the allocation of bandwidth and 
computing resources could be obtained by iterative solution when the offloading strategies of 
all users were known. 
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3.1 Offloading Strategy 
 
Problem (8) can be decomposed into two subproblems: offloading strategy and resource 
allocation. Since only 4C  is related to offloading strategy, the optimization problem of 
offloading strategy can be expressed as： 
 

,
0

0

2 :        min    ( )= *

              . .       C4: ( ) 1, , (0,1... )

N

m m i
i

N

m
i

P E A I a i E

s t I a i m M i N
=

=

=

= = ∀ ∈ ∀ ∈

∑

∑

（ ）

 

(9) 

 
Game theory is used in this paper to resolve the optimization problem of offloading strategy 
because it could effectively resolve the conflicts of interest of users and enable the 
decision-making mechanism to find the optimal set of strategies [15]. ma  represents the 

user offloading strategy, 1 2( , ... )mA a a a=  represents the user offloading strategy set,  

1 1   1 ... ...m m m Ma a a a a− − +=（ ，， ， ，， ）represents the SMT strategy set excluding m , the 

user's utility is defined as ( , )m m mE a a− , and the game process can be defined as 

{ , , ( , )}m m mM A E a aθ −= . In order to make the game have the optimal solution, a user 
offloading strategy set A that satisfies the Nash equilibrium had to be found, that is:  
                     ' ' '( , ) ( , )    {0,1,2... }m m m m m m mE a a E a a a N− −≤ ∀ ∈  (10) 

We only need to prove that the game process is a potential game problem to justify that 
θ  convergence is tenable [14] because potential game process must have Nash equilibrium 
point. Since all users change their strategy always for the same purpose (to improve their 
utility), if the change of each user's utility can be mapped to a potential game process, it will 
make the potential game also monotonous. To testify that θ  is a potential game, we need to 
prove 

 
 (0, ) ( , ) (0, ) ( , )m m m mK a K j a E a E j a− − − −− = −  (11) 
 
where function K is expressed as [18]： 
 

,0 ,
1

, ,0 ,
1 1,

(0, ) ( ) ( 0) (1 ( 0))*

                 ( ( )* ( ))

M

n n s m m
m

N M

m m i n n s
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=

= = ≠
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∑
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 (12) 

 
Substituting Formula (12) into Formula (11), we obtain: 
 

 
2

0
, ,

   (0, ) ( , )

= ( ) ( )

(0, ) ( , )

m m

cm m
m m m m

m j m i

m m

K a K j a
D Ck f C p p
r f

E a E j a

− −

− −

−

− +

= −

，  (13) 
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(0, ) ( , ) (0, ) ( , )m m m mK a K j a E a E j a− − − −− = −  is obtained from Formula (12),(13), 
testifying that θ  is a potential game, which means there exists the Nash equilibrium that 
enables the game process to converge to an optimal value. In the context of multi-user 
decision-making, the game theory was used to update the users' offloading strategies until 
NE was obtained in this paper. After the offloading strategy is given, the computing and 
communication resources are optimized to achieve the minimum energy consumption of all 
users. 
 
3.2 Resource allocation  
 
The allocation of computing and communication resources have to be optimized to achieve 
the minimum energy consumption of all users after determining the user offloading strategy. 
As mentioned before, Problem (8) is decomposed into two subproblems: offloading strategy 
and resource allocation [16], while 1, 2, 3, 5C C C C are related to resource allocation, so the 
optimization problem of resource allocation can be represented as: 

1 , ,

1 ,
, 2 2

3 min    ( , )=

                      =
log (1 )

            . .       C1,C2,C3,C5

M
c m m
m m

m m i m i
M

c m m
m m i

m m mm i
m i

C DP E F B p p
f r

C Dp p
p gf B

s t
δ

=

=

+

+
+

∑

∑

： 

 (14) 

Problem P3 is a binary function, and whether it is concave or convex is proved at first. 
According to the properties of Hessian matrix, if the determinant of Hessian matrix with 

,m if  and ,m iB as variables is greater than zero and positive definite, the function is convex 
and has a minimum value [17]. The Hessian matrix of Formula (14) is expressed as: 

2 2

, , , ,
2

,

2 2, ,

, , , ,
2

, , ,

( ) ( )
,

( )

( ) ( )
,

( )

c cm m m m
m m m m

m i m i m i m i
i i

c m m m m m i
m m

c cm m m mm i m i m m m m
m i m i m i m i

m i m i m i

C D C Dp p p p
f r f r

C D f f BH p p C D C Df r p p p p
f r f r
B f B

 ∂ + ∂ + 
 

∂ ∂ ∂ +  
∂ + ∂ + 
 
 ∂ ∂ ∂ 

( ) =  (15) 

 
Simplifying Formula (15), we obtain the determinant of Hessian matrix:  
 

                   

3
,

,
,3

, 2 2

2 ,0
( )

2 lg 20,
( ) *log (1 )

c
m m

m i
c m m c
m m m m

m m i
m m i

m i

p C
fC DH p p D p

f r
p g

B
δ

+

+

( ) =  (16) 

According to Formula (16), 3
,

2 0
( )

c
m m

m i

p C
f

>  and |H|>0, so the Hessian matrix is positive 
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definite, proving that Problem P3 is a concave function. There must be a minimum value 
since it is a convex optimization problem, which, therefore, was solved by a Lagrange 
function in this paper: 

max
,

, , ,

L( , , , )= ( ) ( )
x xm

c m m m m
m m m m i xi

i F m M i F m Mm i m i m i

C D C Df B p p t f F
f r f r

λ β β λ
∈ ∈ ∈ ∈

+ + + − + −∑ ∑ ∑ ∑
 (17) 
Where β  and λ  are Lagrange multipliers. Since Formula (14) is a convex optimization 
problem, Formula (17) must also be a convex optimization problem. Take the derivatives of 
four variables separately and make the derivatives to be 0, as shown below: 

 

2 2
, ,

,2
, 2 2

,

max

, ,

0 + 0
( ) ( )

( )0 ( ) 0
( ) log (1 )

0 0

0 =0

c m m
m

m i m i

m m

m m i
m i

m i x

m m
m

m i m i

C CL p
f f f

p DL
p gB

B
L f F

C DL t
f r

β λ

β

δ

λ

β

∂
= ⇒ − − =

∂
+∂

= ⇒ − =
∂

+

∂
= ⇒ − =

∂
∂

= ⇒ + −
∂

 (18) 

Setting up Formula (18), the optimal values of *
mf  and i

mB  are: 

  * ( )c
m m m

m
p Cf β

λ
+

=  (19) 

  ,
2 2

*

log (1 )

i m m
m

m m i

p DB
p g

λ
δ

=
+

 (20) 

*
mf  and i

mB  can be obtained by iteration according to Lagrange multiplier method. The 
update rule of multipliers λ and β  is as follows: 
 ( 1) max{0, ( ) ( ) ( )}v v v vλ λ δ λ+ = + ∇  (21) 
 ( 1) max{0, ( ) ( ) ( )}v v v vβ β δ β+ = + ∇  (22) 

where v  is the index of the number of iterations, 
max

, ,

( ) m m
m

m i m i

C Dv t
f r

β∇ = + − , 

,( )
x

m i x
i F m M

v f Fλ
∈ ∈

∇ = −∑ ∑ , ( )vδ is the number of iterations and 51/ (10 * )vδ = . 

Algorithm 1 in Table 2 can be used to solve Problem (13). 
 

 
Table 2. Optimal Algorithm for Solving Problem (14) 

 
1. Initialize max

,0{ , , , }m m m m mU f T t C= ,precision ε  and the number of iterations maxv  
2. while maxv v<  do : 
3.    Computing *mf ， , , ( )m iB m M∈  
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4. end 
5. According to (20)(21), updating Lagrange multiplier ,λ β  
6. if 1 - ( ) , 1 - ( )v v v vλ λ ε β β ε+ < + <（ ） （ ） : 
7.    * = ( )m mf f t， , , , ( )m i m iB B t=  
8.    break 
9. else: 
10.    1v v= +  
11. end if   
12. Output: * ,,m m if B，  

 
 
3.3 Energy Consumption Optimization Algorithm Steps 
 
Problem P1 is solved by cyclic iteration of two subproblems in this paper. At first, assuming 
a given offloading strategy, Algorithm 1 is used to find the optimal resource allocation 
strategy to minimize the total energy consumption of users. Then, after obtaining the optimal 
resource allocation values, the offloading strategy of P1 is optimized by non-cooperative 
game method. Algorithm 2 in Table 3 shows the specific steps: first, put the initial 
offloading strategy set A to 0 (namely all users do not offload tasks), and take the 
opportunity to update their own offloading strategy to make , ( [0, ])ma i i N= ∈ ; then 
successively compare the energy consumption of WAPs that are connected to MEC1 and 
MEC2, and select the WAP with the lowest energy consumption as the user's connection 
point; next, update the strategy set A  after all users update their own offloading strategy 
for one round, and repeat this process until all users' energy consumption converges to a 
certain value to get the final strategy set. 
In algorithm 2 in Table 3, the potential game needs ( )O KN calculations to obtain the 
offloading update set of SMTs at the each iteration. Moreover, in Algorithm 1 in Table 2, the 

subgradient projection method needs 2

1( )O
ε

iterations to converge. Therefore, the 

computation complexity is 2

1( * )O KN num
ε

, where num  is the number of iterations of 

Algorithm 2. 
 

Table 3. Joint optimization algorithm for resource allocation and offloading strategy 
 

1. Initialize max
,0{ , , , }m m m m mU f T t C= , ( 0)mI a m M= ∀ ∈  

2. for all SMTs( m M∈ ) do 
3.    for all WAPs( [0, ]n K∈ ) do 
4.       According to algorithm in Table 2, computing 'm s  optimal ,m if , ,m iB  and 

,m nE  
5.    end for 
6.    Choose the lowest , ( [0, ])m nE n K∈ ,marked the WAP as temp1 
7.    for all WAPs( [ , ]n N K N∈ − ) do 
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8.       According to algorithm in Table 2, computing 'm s  optimal ,m if , ,m iB  and 

,m nE  
9.    end for 
10.    Choose the lowest , ( [ , ])m nE n N K N∈ − ,marked the WAP as temp2 
11.    if ( ,0( 1) mE temp E>  and ,0( 2) mE temp E> ) 
12.       do not offload 
13.    else if ( ( 1) ( 2E temp E temp< ) 
14.       0 1m ma a temp= → =  
15.    else 
16.       0 2m ma a temp= → =  
17.    update A 
18. end for 
19. Repeat until convergence, get A 
20. Output: , ,, ( , , (1,2)) , ( , )m i x m iA f m M i F x B m M i N∈ ∈ ∈ ∈ ∈  

 

4. Simulation Results and Analysis 
In this paper, we use Matlab to simulate the proposed algorithm, and the simulation process 
is shown in Fig. 1. Users and WAPs are randomly distributed within an area with the radius 
of 100m. Some WAPs are connected to MEC1, while the rest are connected to MEC2. Table 
4 shows the specific simulation parameters. 
 

Table 4. Simulation parameters 
Parameters Value 

MEC computational resource 1 2F F，  {100,125,150}GHz/s 

Channel bandwidth maxB  {3,5,7}MHz 

Needed computing resource to complete a task mC  mC ~ ( )3,0.6N GHz 

Data size of a task mD  mD ~ ( )350,84N KB 

UD’s local computational capacity mf  [0.8,1.2]GHz/s  

UD numbers M  [0,30] 

Transmission power mp  0.4w 

Maintaining power c
mp  0.05w 
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2δ  -114dBm/MHz 

max
mt  [10,20]s 

 
Fig. 2 shows the simulation results of the total energy consumption of different 

numbers of users changing with the number of iterations when
max max3 100 /B MHz F GHz s= =， . It can be seen from the figure that a dozen times of iterations 

can achieve convergence generally, and the times of iteration to convergence gradually 
increases with the increase of the number of users. The fewer of users, the faster the 
convergence speed. 

 
Fig. 2. Users’ total energy varies with the number of iterations 

 
Fig. 3 shows the simulation results of the total user energy consumption changing with 

the number of users when max max3 100 /B MHz F GHz s= =， , and compares the algorithm 
proposed in this paper with the algorithm in [5] and the local processing method. 5 randomly 
distributed WAPs connect to MEC1 and 5N −  randomly distributed WAPs connect to 
MEC2, it does not optimize how UDs choose the best WAP to offload their tasks. Besides, it 
more considers the situation of a single MEC instead of multiple MECs, therefore, the 
scenario and problem presented in this paper is more authentic. It can be seen that the local 
processing method has the worst performance because the users’ energy consumption rises 
linearly. It also can be concluded that the proposed algorithm is better than the algorithm in 
[5], and its advantages become more obvious with increase of the number of users. This is 
because the MEC accessed by users in [5] is fixed and cannot be selected, which will result 
in load unbalance between two operators and use efficiency. However, the proposed 
algorithm can choose a MEC to offload tasks through optimization decision, enabling two 
operators to share communication and computing resources, thereby improving the system 
performance. 
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Fig. 3. Users’ total energy varies with the number of users 

 
The simulation results of user energy consumption changing with WAP bandwidth 

when 100GF Hz=  are shown in Fig. 4, from which it can be seen that a wider WAP 
bandwidth will reduce the user energy consumption. This is because with the increase of 
allocable communication resources, the user transfer rate i

mr  becomes greater and the data 

transfer time m
i

m

D
r gets smaller, so the standby energy consumption of the user end decreases. 

However, the advantage of wide bandwidth gradually weakens with the increase of the 
number of users because of the limitation of MEC's computing power. 

 
Fig. 4. Users’ total energy varies with the Bandwidth 
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The simulation results of user energy consumption changing with the computing power 

of the edge server when 3B MHz=  are shown in Fig. 5, from which it can be seen that with 
the improvement of the computing power of the edge server, more users offload the tasks, 
and the energy consumption of users decreases. Besides, Fig. 5 shows a greater decline trend 
in energy consumption than Fig. 4, which is due to the larger impact of computing power on 
user energy consumption and delay. However, the user energy consumption grows slightly 
when the computing resources of two MECs reach 150GHz, and the reason is that because 
the computing resources allocated to users are adequate, and bandwidth prevents the 
reduction of energy consumption. 

 

 
Fig. 5. Users’ total energy varies with the Computing resource 

 
 

The simulation results of user energy consumption changing with the tolerate time when 
UD numbers=10 are shown in Fig. 6, from which it can be seen that with the improvement 
of the tolerate time, more users offload the tasks, and the energy consumption of users 
decreases. Besides, Fig. 6 shows a decline trend in energy consumption, but it seems that the 
total energy can achieve convergence with the max tolerate time increase. 
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Fig. 6. Users’ total energy varies with the tolerate time 

 

5. Conclusion 
In this paper, a problem of minimizing total user energy consumption by optimizing user 
task offloading strategy and resource allocation in the multi-user and multi-MEC scene is 
proposed, which is decomposed into two subproblems, namely offloading strategy and 
resource allocation. Then, the existence of Nash equilibrium (NE) in offloading strategy is 
proved, and the resource allocation problem is testified to be a convex optimization problem, 
whose optimal values are obtained by Lagrangian method. Finally, the two subproblems are 
combined to obtain the optimal solution to minimize the total user energy consumption. 
Simulation results show that joint optimization of resource allocation and offloading strategy 
can reduce the total energy consumption compared with random allocation of offloading 
strategy. Besides, joint optimization of communication and computing resources can reduce 
more energy consumption compared with the separate optimization of bandwidth and MEC 
computing resources, which will also encounter bottlenecks. However, this paper has 
limitations, including a relatively simple scene, and multi-edge server and multiple operators 
not considered in the simulation. Moreover, data security is also a key problem in MEC. 
These problems need further research in the future. 
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