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Empirical Comparison of Deep Learning 
Networks on Backbone Method of Human Pose 

Estimation
☆

Beanbonyka Rim1 Junseob Kim1 Yoo-Joo Choi2 Min Hong3*

ABSTRACT

Accurate estimation of human pose relies on backbone method in which its role is to extract feature map. Up to dated, the 

method of backbone feature extraction is conducted by the plain convolutional neural networks named by CNN and the residual 

neural networks named by Resnet, both of which have various architectures and performances. The CNN family network such as VGG 

which is well-known as a multiple stacked hidden layers architecture of deep learning methods, is base and simple while Resnet which 

is a bottleneck layers architecture yields fewer parameters and outperform. They have achieved inspired results as a backbone network 

in human pose estimation. However, they were used then followed by different pose estimation networks named by pose parsing 

module. Therefore, in this paper, we present a comparison between the plain CNN family network (VGG) and bottleneck network 

(Resnet) as a backbone method in the same pose parsing module. We investigate their performances such as number of parameters, 

loss score, precision and recall. We experiment them in the bottom-up method of human pose estimation system by adapted the pose 

parsing module of openpose. Our experimental results show that the backbone method using VGG network outperforms the Resent 

network with fewer parameter, lower loss score and higher accuracy of precision and recall. 

☞ keyword : Deep learning, human pose estimation, CNN, VGG, Resnet

1. Introduction

Accurate estimation of human pose brings benefits for 

various applications such as augmented reality [1] in the field 

of computer vision. Those benefits are from an understanding 

a person in image to a recognizing an activity in video. In 

this context, the human pose estimation system refers to, by 

given a single RGB image, the precise 2D coordinates of a 

person’s posture known as keypoints or body-joints and limb 
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association known as joint-pairs or skeleton are wished to 

automatically be localized and generated. The robust pose 

estimation system must be able to accurately and quickly 

predict keypoints and joint-pairs even though under 

occlusion, illumination variation and deformation diversity. 

To tackle such challenges, significant image features and 

sophisticated prediction methods have been proposed over 

recent years.

With the successful promising rates of Deep Learning 

methods [2-14] outperform over the traditional graphical 

based methods [15-19], the human pose estimation has been 

conducted in two methods: bottom-up and top-down. The 

bottom-up method is ideally to predict keypoints and form 

joint-pairs in which they will be assigned to individual 

person instance later. However, it leads to wrongly pair the 

keypoints when two or more people instances are overlapped 

due to it could not define the boundary of each person 

instance. On the other hand, the top-down method is ideally 

to detect people instance before hand. Then, the bounding 

box of each person instance will be estimated the keypoints 

and joint-pairs by a single pose estimator later. It achieves 
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higher accuracy but slower in test time comparing to the 

bottom-up method [11].

Both methods are firstly conducted by the backbone 

network. The backbone network serves as a feature extractor. 

Most of state-of-the-art human pose estimation systems have 

exploited the plain convolutional neural network named by 

CNN and residual neural network named by Resnet as the 

backbone network. The CNN family network such as VGG 

[20] is multi-stacked layers and uses max-pooling to lower 

the convolution filters in order to extract the features. The 

Resnet network [21] is a bottleneck network in which layers 

are non-linear stacked. Stated by literature, the deeper of 

layers, the higher accuracy will be gained. As well, the 

numerous amount of parameters and computational 

complexity will intuitively be increased. To solve this, 

Resnet introduced the identity shortcut connections which 

they are concatenated by feedforward convolution mapping 

and identity mapping. Stated in its paper, Resnet of 50 layers 

performs error rate of 3.66% and 3.75% lower than VGG on 

ImageNet [22] validation and testing, respectively. Up to 

dated, both of backbone networks (VGG and Resnet) have 

achieved inspired results to extract features before fed into 

pose estimation network. However, they are exploited by 

different pose estimation networks named by pose parsing 

module. 

Therefore, in this paper, we present a comparison between 

VGG and Resnet as the backbone network, then fed into the 

same pose parsing module. We experiment them in the 

bottom-up method of human pose estimation system. We 

adapt openpose [7] as the pose parsing module. We 

investigate their performance on number of parameters, loss 

score, precision and recall. Our main contribution is to 

compare and find the best deep learning model for backbone 

network of 2D human pose estimation.

2. Related work

In this section, we review the works who used the plain 

CNN network such as ConNets, AlexNet and VGG and 

residual network such as Resnet as the backbone network for 

feature extraction in human pose estimation.

Toshev et al. [2] initially used AlexNet [23] to extract the 

features in which consists of 5 ConNets and 2 fully- 

connected layers. Then, spatial pose coordinates were directly 

detected by cascade pose regressors. Wei et al. [3] learned 

image features which composed of 5 ConNets and other two 

1x1 ConNets, then directly operated on belief map to localize 

partial joint coordinates. Newell et al. [4] introduced 

hourglass model which composed of ConNets and connected 

by fully-connected layers for end-to-end learning the 

keypoints coordinates. Chu et al. [5] adopted an 8-stack 

hourglass network in which each stack composed of ConNets 

to extract the features. Belagiannis et al. [6] used ConNets 

with Recurrent network model to extract the features and 

learned to regress the location of the keypoints. Cao et al. [7] 

exploited the first 12 layers of VGG-19 to generate a set of 

features. Then, the stacked ConNets were used to localize the 

keypoints and joint-pairs.

 Papandreou et al. [8] used Resnet with 101 layers to 

produce feature heatmaps and combined with offset 

prediction composed of ConNets to localize the keypoints. 

Xiao et al. [9] used Resnet as the backbone network to 

extract the image features and added a few deconvolutional 

layers over the last convolution layers of Resnet to generate 

predicted keypoints locations. Chen et al. [10] proposed 

cascaded pyramid network to estimate human pose by 

exploited Resnet as the backbone network and combining 

with RefineNet to efficiently localize the keypoints. Kocabas 

et al. [11] proposed pose residual network to produce 

accurate keypoints location by used Resnet as the backbone 

network to extract the features for keypoints localization. Hu 

et al. [12] proposed learning feature integration to localize 

the keypoints by exploited Resnet as the backbone network 

and integrated with pose parsing model in which composed 

of up-sampling and deconvolutional layers.

3. Methodology

In order to compare these commonly used backbone 

networks (the plain convolutioinal layers and residual 

network layers), we conduct an experiment of applying them 

in the same pose parsing module. We choose VGG-19 and 

Resnet-50 representing for the plain convolutional layers and 

the residual network layers, respectively. We exploit the 
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openpose [7] as the pose parsing module to localize the 

keypoints and generate the joint-pairs.

3.1 VGG-19 as the backbone network

The work of openpose [7] was originally used the last 12 

layers of VGG-19 for feature extraction. Then, there are two 

networks for pose paring module. One is confident map for 

localizing the keypoints. Second is part-assoicated map for 

paring the keypoints (joint-pairs). Figure 1 illustrates the 

original network architecture of openpose. 

(Figure 1) An architecture of openpose [7]

The network feeds the input image with size of height x 

width with three color channels (i.e. R, G, B) into the 

backbone network (the last 12 layers of VGG-19) to produce 

a set of feature maps F, as depicted in Figure 2. 

(Figure 2) The first 12 layers of VGG-19 [18]

The first two convolutional layers (C) filter the input 

image with 64 kernels of size 3x3 with a stride of 1x1, 

followed by max-pooling (P) 2x2 with a stride of 2x2. The 

second two convolutional layers filter with 128 kernels of 

size 3x3 with a stride of 1x1, followed by max-pooling 2x2 

with a stride of 2x2. The third four convolutional layers filter 

with 256 kernels with size of 3x3 with a stride of 1x1, 

followed by max-pooling 2x2 with a stride of 2x2. Then, 

three convolutional layers filter with 512 kernels with size of 

3x3 with a stride of 1x1, and last convolutional layer filters 

with 128 kernels with size of 3x3 with a stride of 1x1.

Then, the feature maps F is used as input for pose paring 

module to generate confident maps S and part-associated 

maps (part affinity fields) L, as depicted in Figure 1. There 

are two steps in the pose paring module: (S
1, L1) and (St, 

L
t). The first step is the network to produce (S1, L1) named 

as stage 1, in which the set of confident maps S1 and 

part-associated maps L
1 as shown in equation 1 and 2.

             (1)

             (2)

where   is the ConNets composed of three 

convolutional layers with 128 filter kernels of size 3x3 with 

a stride of 1x1, one convolutional layer with 512 filter 

kernels of size 1x1 with a stride of 1x1, and one covolutional 

layer with 19 (number of keypoints) filter kernels of size 1x1 

with a stride of 1x1 for S
1. While   is the same ConNets 

as   except the last covolutional layer in which composed 

of a convolutional layer with 38 (number of keypoints x 2) 

filter kernels of size 1x1 with a stride of 1x1 for L1. 

The second step is the network to produce (S
t, Lt) named 

as stage t, in which the set of confident maps St and 

part-associated maps L
t as shown in equation 3 and 4.

              ≥          (3)

              ≥          (4)

where   is the ConNets composed of five convolutional 

layers with 128 filter kernels of size 7x7 with a stride of 

1x1, and one covolutional layer with 19 (number of 

keypoints) filter kernels of size 1x1 with a stride of 1x1 for 

S
t. While 

 is the same ConNets as   except the last 

convolutional layer in which composed of a covolutional 

layer with 38 (number of keypoints x 2) filter kernels of size 

1x1 with a stride of 1x1 for Lt. t is the number of stages 

in which it is greater than 2. In our experiment, we used t 

up to 7 stages.

3.2 Resnet-50 as the backbone network

We modify the architecture of openpose [7] by replacing 

the backbone network by Resnet-50. We keep exploiting the 
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pose paring module of openpose (confident map S for 

keypoint localization and pari-associated map L for 

joint-pairs). We use only one ConNet and two residual 

blocks of Resnet-50. Figure 3 illustrates the modified 

network architecture of openpose. 

(Figure 3) A modified architecture of openpose [7]

The network feeds the input image with size of height x 

width with three color channels (i.e. R, G, B) into the 

Resnet-50 backbone network to produce a set of feature 

maps F, as depicted in figure 4. 

(Figure 4) The first 3 blocks of Resnet-50 [21]

One ConNet and two residual blocks of Resnet-50 

consists of 22 convolutional layers. The first convolutional 

layer (C) filters the input image with 64 kernels of size 7x7 

with a stride of 2x2, followed by max-pooling (P) 3x3 with 

a stride of 2x2. The first residual block consists of one 

convolutional block (CB) and two identify blocks (IB) which 

filters [64, 64, 128] kernels of size [1x1, 3x3, 1x1], and the 

second residual block consists of one convolutional block 

(CB) and three identify blocks (IB) which filters [128, 128, 

512] kernels of size [1x1, 3x3, 1x1].

Then, the feature maps F is used as input for pose paring 

module to generate confident maps S and part-associated 

maps L. The network of pose paring module for generating 

the first step (S
1, L1) and second step (St, Lt) is the same 

as described in section 3.1.

4. Experimental Results

4.1 Experimental setup

Our experiment is conducted on a system with processor 

Intel CoreTMi7-9700 CPU @3.00GHZ, RAM 32.0GB, GPU 

of NVIDIA GeForce RTX 2070 SUPER. The code is written 

in Python language and Tensorflow framework with 

Tensorlayer library [24-25]. The CUDA and CuDNN library 

are used to accelerate the training. The training is carried by 

optimizer SGD with momentum set to 0.9, an initial learning 

rate of 4e-5 with weight decay factor of 5e-4, batch size of 

4 and number of iteration of 220,000, 440,000 and 550,000.

The network of original openpose [7] was exploited the 

pre-trained weight of VGG-19 on ImageNet [22]. To fairly 

for comparison, we re-train the original openpose and train 

the modified openpose with Resnet as the backbone network 

from scratch on COCO 2017 dataset [26]. The COCO 2017 

dataset consists of 118K images and 5K for train set and 

validation set, respectively. 

4.2 Training results

The confident map (St) and part-associated map (Lt) are 

the heatmaps from the last unit output. The heatmaps are 

scores of the loss function. For confident map, the loss 

function 


 is defined by summing the L2 losses of all 

keypoints. For part-associated map, the loss function 


 is 

defined by summing the L2 losses of all joint-pairs. We 

adapted the loss function from openpose [7]. The overall loss 

score   is defined as shown in equation 5.

  
  




  

          (5)

where t is the number of stage in T = {1,2,..,7}.

Table 1 describes the training performances on COCO 

train2017 sets. The training were conducted on two backbone 

networks (VGG-19 and Resnet-50) and pose parsing module 

(openpose). The network model with VGG-19 backbone 

generated about 52M parameters, while network model with 
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Resnet-50 generated about 205M parameters. In order to 

strive for best loss score, both network models were trained 

for three iterations (220000, 440000 and 550000). The lowest 

value of loss score is the best score. The network model with 

VGG-19 backbone generated the best loss score of 1.1271 

for the iteration of 440,000. The network model with 

Resnet-50 backgone generated the best loss score of 1.5517 

for the same iteration.

(Table 1) Training performances on COCO train2017 

sets.

Backbone
network

Pose parsing 
module

Number of
parameters

Iteration
Loss 
score

VGG-19 openpose ~52M

220,000 3.6237

440,000 1.1271

550,000 2.6123

Resnet-50 openpose ~205M

220,000 3.3100

440,000 1.5517

550,000 3.3196

4.3 Evaluation Results 

Our performances are evaluated using COCO assessment 

library named Object Keypoint Similarity (OKS) [24] with 

the formula as shown in equation 6.

 


  




 


   

     (6)

where di is the Euclidean distances between predicted 

keypoints to the cooresponding ground truth keypoints. s is 

the scale of person instance within image. ki is contants 

defining the distance ratio of all keypoints. vi is visibility 

flag of keypoints. The OKS library produces 10 evaluation 

metrics which measures in Average Precision (AP) and 

Average Recall (AR). However, we reported only on mean 

average precision (mAP), mean average recall (mAR), 

average precision and average recall of threshold OKS 

greater than 0.5.

The evaluation performances on COCO val2017 sets of 

two backbone network models are reported in Table 2. The 

VGG-19 backbone network predicted the mAP of 33.6% and 

mAR of 38.2%. Additionally, with the threshold of OKS 

greater than 0.5, the AP was predicted of 60.9% and AR was 

predicted of 63.8%. On the other hand, the Resnet-50 

backbone network predicted mAP of 28.9% and mAR of 

33.8%. With the threshold of OKS greater than 0.5, the AP 

was predicted of 56.3% and the AR was predicted of 59.4%.

(Table 2) Evaluation performances on COCO 

val2017 sets.

Backbone
network

Pose parsing 
module

mAP mAR AP0.5 AR0.5

VGG-19 openpose 33.6 38.2 60.9 63.8

Resnet-50 openpose 28.9 33.8 56.3 59.4

5. Discussion

By training and evaluation results, VGG-19 backbone 

network is better than Resnet-50 with pose parsing module 

of openpose. The VGG-19 backbone generated fewer 

parameters (~52M) comparing to Resnet-50 (~205M). It 

means VGG-19 backbone was trained faster than Resnet-50. 

Additionally, the loss score of VGG-19 backbone (1.1271) 

was also better than Resenet-50 (1.5517). In the test time, the 

VGG-19 backbone predicted higher accuracy of mAP 4.7% 

and mAR 4.4% than mAP and mAR of Resnet-50, 

respectively. 

VGG-19 backbone Resnet-50 backbone

(Figure 5) Example visualizations of VGG-19 

backbone outperformed Resnet-50 

on COCO val2017 sets.



Empirical Comparison of Deep Learning Networks on Backbone Method of Human Pose Estimation

26 2020. 10

Figure 5 illustrates some examples visualizing the pose 

estimation using VGG-19 and Resnet-50 backbone on COCO 

val2017 sets. In the examples, the Resnet-50 backbone 

missed some keypoints while VGG-19 backbone performed 

better.

VGG-19 backbone Resnet-50 backbone

(Figure 6) Example visualizations of Resnet-50 

backbone outperformed VGG-19 on 

COCO val2017 sets.

Figure 6 illustrates some examples visualizing the pose 

estimation using VGG-19 and Resnet-50 backbone on COCO 

val2017 sets. In the examples, the VGG-19 backbone missed 

some keypoints while Resnet-50 backbone performed better.

VGG-19 backbone Resnet-50 backbone

(Figure 7) Example visualizations of VGG-19 and 

Resnet-50 backbone over predicted on 

COCO val2017 sets.

Figure 7 illustrates some examples visualizing the pose 

estimation using VGG-19 and Resnet-50 backbone on COCO 

val2017 sets. In the top row of examples, the VGG-19 

backbone over predicted the dog as a person and localized 

some keypoints while Resnet-50 backbone performed better. 

On the other hand, the bottom row of examples showed the 

VGG-19 backbone is better since Resnet-50 backbone over 

predicted the house as a person and generated some 

keypoints.

6. Conclusion

In this paper, we presented an empirical analysis and 

comparison on deep learning network of backbone method of 

human pose estimation. The plain convolutional neural 

network (VGG-19) and residual neural network (Resnet-50) 

were exploited as the backbone network with openpose as 

the pose parsing module for this experiment. Our experiment 

showed that VGG-19 network outperformed the Resnet-50 as 

the backbone with openpose. The reason is we exploited only 

one ConNet and the first two residual blocks of Resnet-50 

while we exploited all convolutional layers of VGG-19. We 

did not exploit full residual blocks of Resnet-50 because we 

need the output size of backbone network to fit with the 

input size of pose parsing module (openpose).

In conclusion, the pose parsing module (openpose) 

performs better with VGG-19 backbone network which 

produce fewer parameter, lower loss score, higher accuracy 

of precision and recall.
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