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Abstract 
 

The network capability to accomplish its functions in a timely fashion under failures and 

attacks is known as survivability. Ad hoc routing protocols have been studied and extended to 

various domains, such as Intelligent Transport Systems (ITSs), Unmanned Aerial Vehicles 
(UAVs), underwater acoustic networks, and Internet of Things (IoT) focusing on different 

aspects, such as security, QoS, energy. The existing solutions proposed in this domain incur 

substantial overhead and eventually become burden on the network, especially when there are 
fewer attacks or no attack at all. There is a need that the effectiveness of these routing 

protocols be analyzed in the presence of Denial of Service (DoS) attacks without any intrusion 

detection or prevention system. This will enable us to establish and identify the inherently 

stable routing protocols that are capable to survive longer in the presence of these attacks. This 
work presents a DoS attack case study to perform theoretical analysis of survivability on node 

and network level in the presence of DoS attacks. We evaluate the performance of reactive and 

proactive routing protocols and analyse their survivability. For experimentation, we use NS-2 
simulator without detection or prevention capabilities. Results show that proactive protocols 

perform better in terms of throughput, overhead and packet drop. 
 

 

Keywords: Ad hoc routing protocols, selfish node, black hole, denial of service, 

survivability. 
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1. Introduction 

Mobile Ad hoc Network (MANET) is temporarily constructed in a fully self-organized 

fashion. The network is not dependent on any predefined centralized architecture where a 

source to destination communication is performed in multi-hopping via intermediate nodes. 
Some of the important applications of these networks are wireless sensor networks, vehicular 

ad hoc networks, robot networks, unmanned aerial vehicles [1], underwater networks [2], 

Internet of Things (IoT) [3] and so on. 

Due to special characteristics of these networks, such as their open nature (i.e. nodes may join 
and leave at any time), mobile and resource constraint devices, they need specially designed 
routing protocols. For example, the routing protocols need to tolerate the changes incurred by 

the topology due to mobility. Since, battery is a scarce resource in these networks; the routing 

protocols should be made lightweight in order to consume fewer resources. In MANET, 
routing generally is classified into reactive and proactive protocols. Destination-Sequenced 

Distance-Vector Routing Protocol (DSDV) [4], Optimized Link State Routing Protocol 

(OLSR) [5], Ad hoc On-Demand Distance Vector (AODV) [6] and Dynamic Source Routing 

(DSR) [7] are the popular and extensively cited proactive and reactive routing protocols. The 
former two are proactive while the latter two are reactive protocols. Routing is cooperative in 

ad hoc networks: each mobile node besides being a host, operates as a router as well, providing 

communication services to its neighboring nodes. However, the malicious nodes may not 
follow the routing procedure. For example, some nodes may not allow their resources to be 

used by others and hence, pose reluctance to this cooperative routing, i.e. they drop other 

nodes’ packets causing service holes in the network.  

In this paper, we categorize the packet dropping behavior into two classes, i.e. active and 
passive. In the former type of attack, an attacker advertises fake shortest paths to the 
destinations intending to attract network traffic. The attacker then drops all or selective 

packets which is called black hole and grey hole attack respectively. This malicious activity is 

also called active Denial of Service (DoS) attack. The black hole attack can also be launched 
against a victim node. In that case, the malicious node broadcasts fabricated best routes on 

behalf of the victim node. As a result, all the traffic is diverted towards the victim node thereby 

depleting its resources uselessly. In this paper, we will consider the first version of this attack. 

The passive version of this attack happens when an attacker drops all or selective packets 
received for forwarding purpose. This form of attack is different than the previous one because 

in the passive form the attacker does not maliciously attract network traffic. This is also called 

passive DoS attack.  

The above mentioned reactive and proactive routing protocols play an important role because 

they have recently been modified and extended into different emerging domains, such as 
Unmanned Aerial Vehicles (UAVs) [1], Intelligent Transport Systems (ITSs) [8-10], 

Bio-inspired applications [11], underwater networks [12], and Internet of Things (IoT) [3]. 

Researchers focus their efforts on improving different aspects of these protocols, for example, 
security [13-16], energy [17], and mobility [18-20]. However, in the presence of the above 

mentioned attacks, the routing protocols are needed to be evaluated and compared in order to 

establish the inherent strength of these protocols for network survivability and fault tolerance. 
According to M. N. Lima et al. [21], “survivability is the ability of a system to fulfil its mission 

in a timely manner, in the presence of attacks, failures or incidents”. Protocols that provide 

services in the presence of attacks and failures are called survivable protocols. 
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Based on our knowledge, no such work has been done on the survivability analysis of ad hoc 
routing dealing with both of the above mentioned DoS attacks. Similarly, no comprehensive 
simulation based evaluation has been done in order to find the effect of these attacks on the 

proactive and the reactive protocols. It is worth mentioning to note that in the literature various 

solutions have been proposed, for instance [22, 23] for passive and [24] for active DoS attacks. 

But since these solutions incur substantial overhead and eventually become burden on the 
network, especially when there is fewer attacks or no attack at all, as pointed out by [25]. Apart 

from survivability analysis, the paper also analyses the effectiveness of the routing protocols 

in the presence of DoS attacks without any intrusion detection or prevention system. This will 
enable us to establish and identify the inherently stable routing protocol that will survive 

longer in tolerating these attacks. To answer these questions, in this paper, we make the 

following contributions.  

 We analytically evaluate the adverse effect of the DoS attackers on the data 

forwarding service of the ad hoc routing protocols. 

 We theoretically analyse survivability on the node and the network level.  

 We assess the performance of the ad hoc routing protocols through NS2 network 
simulator using various evaluation metrics. Results obtained demonstrate that 

proactive protocols perform better in terms of throughput, overhead and packet drop. 

This article is organized into various sections. In Section 2, we describe MANET routing 
protocols in brief and the related work while highlighting the problem in the existing literature. 

Section 3 is about the theoretical analysis of the adverse effects of DoS attacks on the routing. 
In Section 4, we analytically analyse survivability of the network accompanied with attacks. 

Section 5 describes the performance evaluation of reactive and proactive routing protocols. In 

Section 6, the results and discussion are presented where we analyse the survivability of the 
routing protocols and suggest future improvements. The conclusion is outlined in Section 7. 

2. Related Work 

Due to the dynamic nature and infrastructure-less configurations of MANETs, route 

establishment and exchange of information is different from other networks. Routing 

protocols for MANETs can broadly be classified into Flat, Hierarchical and Geographical 
protocols. In this paper, we focus on flat routing protocols for comparison and analysis. The 

flat routing protocols may be classified into Proactive and Reactive protocols. Since, in 

proactive protocols each node maintains a routing table to all destinations, therefore, they are 

also called table-driven protocols. The routing information in these tables is updated 
periodically due to the changes induced in topology because of mobility of nodes. But the 

frequent route updates yield a higher overhead cost; however, due to the route frequent 

maintenance, latency is significantly reduced. Some of the most famous and widely cited 
proactive routing protocols are: DSDV [4] and OLSR [15]. 

On the other hand, the reactive protocols are commonly known as on-demand routing 
protocols, because in these protocols the route to the destination is established when required, 

hence it reduces the periodic generation of control overhead. Basically, for route discovery, a 

source node initially broadcasts a Route Request (RReq) message in the network, and then it 
only maintains the effective routes while relinquishing all outdated routes after an active 

timeout threshold. Given that, these protocols incur comparatively less overhead, due to the 

fact that routes are only established on demand. Yet, on-demand routing protocols have higher 
latencies as new routes are being discovered. DSR [7] and AODV [6] are the two most widely 
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known and used on-demand routing protocols in MANET. In the next sub-sections, we 

explain these protocols in brief. The detail discussion and explanation of these protocols can 
be found in [26]. 

2.1 Dynamic Source Routing (DSR) Protocol  

In the DSR protocol [7], every node holds a route cache, and upon the discovery of new routes, 

the route cache is updated accordingly. DSR protocol has two phases i.e. Route Discovery and 
Route Maintenance. Any node that wants to communicate to destination, first checks its route 

cache. If the route to the specified destination exists, then the route will be used for data 

transfer. However, if there is no route found in the route cache then the existing route 
discovery process starts in order to establish the route. In the route discovery process, the node 

broadcasts a RReq control packet within its transmission range. The RReq contains the unique 

request ID, and the initiator and the destination of the route discovery. In addition, RReq have 
record of addresses of intermediate forwarder nodes via which the RReq propagates. Once a 

node receives this RReq packet - and the destination or intermediate node having unexpired 

route to the destination - then a Route Reply (RREP) message is piggybacked to the initiator 

node. When a route reply message is received by an initiator node, it stores this route in the 
routing cache for any future data transfers. In the route maintenance phase, when a node along 

the path transmits packets to the next hop node, the transmitter waits for a stipulated time in 

order to receive the passive acknowledgement for the packet. After the timeout, the transmitter 
retransmits the packet till the threshold reaches. Upon this, the transmitter broadcasts a special 

control packet called Route Error (RERR) ending with the source node, which initiates another 

route discovery. 

2.2 Ad Hoc on-Demand Distance Vector Routing (AODV) 

AODV [6] is a widely used on-demand routing protocol, where route is maintained on every 

hop. Like DSR, route establishment in AODV occurs in two phases i.e. route discovery and 

route maintenance. Primarily, all nodes in the network transmit Hello messages as well as 
capture Hello messages broadcasted by the neighbors. This way a node gets connected to its 

neighbors, while for route discovery to a particular destination, a RReq message is sent by the 

source node to its neighbors. But if the path to the destination is not available, then the process 
is repeated till the destination is found. A node having path information when receives this 

message sends route reply message back to the sender. Further, the forwarding nodes to the 

route reply message also save the route information. Besides, the initiator node assigns a 

unique identifier (ID) to every RReq message. Once a node receives this message, it inspects 
this identifier. The identifier is discarded if already processed in order to avoid duplication of 

messages and routing loops. Hence, by applying the reverse path the RReq message is 

forwarded to the source node and the source node then starts transferring data once receives 
the RReq message. However, if link failure occurs, a new RReq is sent to all sources using this 

route in order to inform them of a link failure.  

2.3 Destination-Sequenced Distance-Vector Routing Protocol (DSDV) 

DSDV [4] is a famous proactive table-driven routing protocol, where a routing table is 

maintained by each node in the network for all likely destination and also storing other 

information like number of hops and an end-node generated sequence number. The sequence 

numbers are employed for the avoidance of routing loops. In addition, the sequence number is 
increased if the nodes’ neighbours change. Once the route is updated, the stale route is 
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changed with a route having a higher sequence number to maintain fresh and updated routes in 

the table. Hence for routing, the highest sequence number route is selected.  

2.4. Optimized Link State Routing Protocol (OLSR) 

Another popular proactive protocols is the OLSR [5]. Like DSDV, OLSR provides routes to 

the requester immediately when demanded. The OLSR is the modified version of the link state 

routing protocol that reduces control traffic overhead incurred by flooding. OLSR do not allow 
every node to flood rather only selected nodes will be allowed to flood data in the network; 

those nodes are called Multi Point Relays (MPRs). In order to determine shortest paths, OLSR 

needs the partial link state to flood. MPR nodes establish links to their MPR selector nodes. 
They are then required to forward the control messages further. One of the strengths of OLSR 

is that it quickly reacts to the topological changes by minimizing the time intervals for periodic 

control messages transmission. In addition, MPR yields better bandwidth utilization and 
reduces overhead by using two techniques: first, only MPR selectors are advertised with short 

messages; second, only MPR forwards broadcast packets. 

In the last two decades, various authors have evaluated the ad hoc network routing protocols 
through several performance metrics. Some have considered existence of attacks while some 

merely compared the performance, ignoring security attacks. Some authors, on the other hand, 
did not approach the problem comprehensively, i.e. they either consider the reactive or the 

proactive routing protocols. So, the three main factors based on which we can categorize these 

schemes are the number of routing protocols, performance metrics, and the attacks. Table 1 

summaries the existing work with their limitations.  

Previous work evaluated the performance using limited number of routing protocols, notably 
[24, 27] and the author did not consider partial droppers in the evaluation and some even did 

not consider these attacks in the evaluation at all, for example [28, 29]. The work in [30] 

examines the impact of packet dropping behavior on three routing protocols DSDV [4], DSR 
[7], and AODV [6] using metrics, i.e. normalized throughput, routing overhead, normalized 

routing load and average packet delay.  

The research work in [31] focused on the evaluation of OLSR [5] and AODV [6] only; 
although the author considered black hole attacks. The performance metrics used can also be 

seen from Table 1. Similarly, the work done in [32] concentrated on Temporally ordered 
routing algorithm (TORA), OLSR, DSR, and AODV which is complete in terms of routing 

protocols’ selection; however, they consider only the black hole attack. The AODV has been 

investigated in [27] but they considered only the black hole attacks. While considering nodes` 

mobility, throughput, and delay-based performance metrics were used. Moreover, in [33], the 
black hole effects were analyzed on routing protocols, such as AODV, DYMO [34] and DSR. 

The above mentioned studies dealt with the performance evaluation in the presence of attacks 

but with fewer routing protocols.  

The author in [35], investigated the effect of two link state routing protocols, i.e. OLSR and 

Trust Level Routing Protocol (TLR) on the network survivability and reliability. The main 

focus was put on network energy without considering any kind of attacks. Black hole attacks 
are comprehensively analyzed in [24] on top of AODV protocol and new detection 

mechanisms have been proposed; however, it has not been shown that which routing protocol 

is inherently more stable than that of AODV during black hole attacks. The work of [36] is 

closely related to ours, in which ad hoc routing protocols are examined for network 
survivability in the presence of different Byzantine attacks, including black hole attacks. 
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Table 1. Comparison of Different Approaches 

Approaches 
Protoco

ls 

Attack 

Types 
Metrics Simulators Limitations 

[28] 

OLSR, 
ZRP, 

AODV 

No 

Throughput, network 
load, retransmission, 

data dropped and 

delay 

OPNET 
Requires selfish 

nodes analysis. 

[29] 
AODV, 

DSR 
No 

Throughput, Delay, 

PDR 
NS2 

Requires selfish 

nodes analysis. 

[24] AODV Black hole 
PDR, percentage of 

routes won 
NS3 

Evaluate AODV 
only for black 

hole attacks. 

[30] 

AODV, 

DSR, 

DSDV  

Full 

packet 

dropper 

Throughput, packet 

drop, routing 

overhead, NRL 

NS2 

Requires 

investigating 

more proactive 

protocols nature 

and partial 

packet dropper 

[31] 
AODV, 

OLSR 
Black hole 

End-to-end delay, 

retransmission 

attempts, network 

load, throughput 

OMNET++ 

Need broad 

comparison of 

more protocols. 

[32, 37, 38] 

AODV, 
DSR, 

TORA 

and 

OLSR 

Black hole 

PDR, end-to-end 
delay, packet drop, 

network throughput 
OPNET 

Need to 
investigate 

partial packet 

dropper  

[27, 38] AODV Black hole 
Throughput, PDR, 

end-to-end delay 
NS2 

Need broad 

evaluation of 

more protocols 

to find the more 
resistant 

protocol. 

[33] 

AODV, 

DSR, 

DYMO 

Black hole 

Throughput, PDF, 

end-to-end delay, 

probability of reach 

ability 

QualNet 

Only reactive 

protocols 

evaluated. 

[36] 

AODV 
and 

ODSBR 

byzantine 
attacks, 

black 

holes 

PDR and overhead in 

different settings 
NS2 

Comprehensive 

analysis required 

[39] AODV Black hole 
and grey 

Normalized routing 
load, overhead & total 

NS2 Proactive 
routing protocols 
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hole dropped packets performance 

evaluation is 

required 

[40] DSR 
Packet 

dropper 
Throughput and delay NS2 

Requires 

performance 
evaluation of 

proactive 

protocol. 

[35] 

OLSR 

and 

TLR 

None 

(energy 

considerat

ions) 

remaining energy of 

network and 

reliability 

NS2 
No attack model 

considered. 

[41] AODV 

Black hole 

and selfish 

nodes 

Normalized Goodput, 

end-to-end delay, 

average hop count, 

network survivability 

(analytical) 

NS2 

Topological 

survivability was 

analyzed via 

simulation and 

analytically; 

however, only 

AODV was used 

as a case study. 

 

The AODV protocol is used as a case study; however, the author then proposed an improved 

version of it, i.e. On-Demand Source Based Routing (ODSBR) protocol without comparing 

the routing protocols for survivability as compared to our approach. Another closely related 

work to ours is [41]. The author examined the effects of selfish packet droppers and node 
failures on both network performance and survivability. Again, the author focuses on AODV 

protocol and that of establishing the effects of node misbehaviors and failures on survivability. 

A comprehensive analysis of reactive and proactive routing protocols is needed in the 
presence of both DoS attacks using broad range of evaluation metrics. In order to establish 

which routing protocols are inherently stable to survive and to be able to provide services in 

the presence of failures and attacks. 

3. Adverse Effect of DoS Attacks 

In this section, we analytically show the adverse effect of DoS attacks in the network. For 
simplicity concerns we consider Passive version of DoS Attacks (PDA). In the lower level, the 

PDA nodes are involved in the routing paths and start different kinds of malign activities. 

Irrespective of their behaviour, we want to show the probability of routes being contaminated 
by the PDA nodes. We define a malicious route as the one having at least one PDA node along 

the routing path. 

3.1 System model 

Let us suppose a network is composed of N number of nodes that are randomly distributed 

over an area of size . The location of each node is independent of the locations of all the 
other nodes. The source and the destination nodes are randomly selected in order to establish 

traffic flows that construct routing paths in the network. The intermediate nodes along the 
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route are chosen as PDA nodes independently with a probability that is denoted by . In our 
analysis, we examine an arbitrary route having average number of hops, h. In any route, 

intuitively, there will be  packet forwarding nodes (routers) along the path from the 
source to the destination. Each of these intermediate nodes can act maliciously with 

probability . Now the probability of the path having at least one PDA node is given as 

                               (1) 

In order to evaluate Eq. (1) and to determine , the average number of hops h of a routing 

path must be known. We follow a simple approach to estimate the h, i.e. first, we estimate the 

average progress along each hop in the network, k. Second, we then approximate the average 
distance between the source and the destination, d. finally, we then can calculate h as follows. 

                                  (2) 

We can further estimate the average 1-hop progress, k, as the average maximum distance 
between the transmitter and each of the neighbours (preferably the farthest one) within its 

transmission circle. For the sake of simplicity, we assume that the farthest node will be in the 
direction towards the destination node. The average number of nodes falling in the radio range 

may be given as 

                                     (3) 

Where R is the transmission range of each node and assuming that to be homogenous across all 
the network nodes. 

The probability of all  nodes falling within distance from the center of the radio range 

(assuming location independence and randomness of nodes) may be given as 

  

 

 

By definition, the probability density function  of progress  from the source is given by 

the derivative of : 

 
The average progress k can then be calculated as the expected value of r w.r.t the , 

                                     (4) 

In Eq. (4), when , there can be no progress made, hence, . And, when , the 

progress will become the expected value of the distance on which the only node is located 

from the center, i.e. . Furthermore, when  is large the progress ultimately approaches 

R, i.e. . For uniformly distributed nodes in a network of size  (assuming the 

squared area: ), the expected distance between two random nodes (i.e. source and 
destination) is given as 

                            (5) 

The d in Eq. (5) is the Euclidean distance between a random source and a random destination 
deployed in a squared area of side L [42]. 
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The expected number of hops using Eq. (4) and (5) can be estimated as follows. 

                                      (6) 

putting the value of h in Eq. (1), we get 

                                      (7) 

 

Table 2. Ps vs. node density 

Ps = 0.1 

Nodes 50 100 200 

Pps 0.06 0.07 0.08 

 

Ps = 0.2 

Nodes 50 100 200 

Pps 0.23 0.25 0.26 

 

Ps = 0.3 

Nodes 50 100 200 

Pps 0.43 0.45 0.46 

 

Ps = 0.4 

Nodes 50 100 200 

Pps 0.65 0.67 0.67 

 

We use Eq. (7) in order to compare the probability of malicious routes when the network area 

of size 1000x1000 and 250m radio range for different number of nodes, the numerical results 
are depicted in Table 2. It is evident from the results that the probability of malicious routes 

increases with the increase in PDA nodes ratios. The number of nodes also affects the value of 

Pps, which may be due to more routes created and hence polluted by PDA nodes in the network. 

Furthermore, the adverse effect of PDA nodes in the network can also be observed from the 
table. For instance, when the PDA nodes ratio is 30% in the network, around 50% of the routes 

contain at least one PDA node in the path. This high probability would definitely lead the 

network into severe throughput performance degradation. 

4. Survivability Analysis 

We categorize nodes as follows to analyse wireless ad hoc networks survivability: 

 Cooperative nodes: these nodes provide packet forwarding service to their neighbours 

and they are non-malicious. 

 Selfish nodes (passive DoS launchers): these nodes do not provide packet forwarding 

service to their neighbours and due to their selfish nature, they don’t want to share 
their resources in the network; however, they consume network services. 

 Black holers (active DoS launchers): these are the malicious nodes carrying out active 

DoS attacks. 

 Faulty nodes: these are the nodes that cannot take part in the communication due to 

flat batteries or having some hardware or software faults. 
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Normally in MANETs, a node is isolated and disconnected from the network when it goes out 
of range from network nodes due to mobility. It usually happens to the boundary nodes of the 
network. Another scenario is that when neighbours of a node become faulty or dead due to 

battery outage and no active neighbour left for communication, the node is deemed to be 

disconnected. In this paper, we discuss two scenarios in which nodes are virtually 

disconnected. For example, there are situations in which neighbours of a node do exit 
physically but they do not cooperate in packet forwarding; as a result, the node is virtually 

disconnected from the network.  

As shown in Fig 1(a), node S is surrounded by selfish neighbours which prevents S from 
communicating beyond its 1-hop neighbours. For instance, a path from a source node S to a 
destination node D exists via a neighboring node E; however, node E being selfish makes node 

S to be disconnected and isolated. Similarly, in the second case, shown by Fig 1(b), node S is 

surrounded by both cooperative and malicious nodes, i.e. black hole. In order to communicate 

with destination D, node S finds a path to D via a cooperative node E but the black hole node B 
advertises a false shortest (i.e. 1-hop) path to D; as a result, node S forwards packets towards B 

(instead of E) which makes S virtually disconnected. The interesting point to note in this case 

is that nodes will be deemed as disconnected even if all their neighbours are cooperative 
except one black hole attacker. This is due to the fact that the black hole attacker will attract all 

the traffic towards itself by broadcasting falsified shortest routes. We can conclude from Fig 

1(b), that the presence of even a single black hole node can disconnect node S and hinder it to 

communicate beyond its 1-hop neighbors, even in the presence of its n-1 neighbours. 

In the following section, we formally analyse the above scenarios using probability and graph 
theory, we use the notation given in Table 3. 

 

Table 3. Notations 

NOTATION DESCRIPTION 

N mobile ad hoc network 

 network of cooperative nodes 

 connectivity of the cooperative nodes 

 survivability of network N 

 the number of cooperative node-disjoint (outgoing) paths of a node v 

 probability of a node being cooperative  

 probability of a node being a black hole 

d Degree of a node 

 number of cooperative neighbors 

 number of black hole neighbors 

 number of faulty neighbors 

 minimum node degree of N 

 the minimum cooperative degree of all the nodes in N 
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Definition 1: A wireless ad hoc network N is considered to be k-connected (for ), if there 
exist at least k mutually independent routes for each node pair, i.e. k node-disjoint routes, 

connecting them. For this k-connected network N, the maximum value of k is defined to be the 

connectivity of N, which is denoted by . 

B

D

C

I

S
A

F

u E

G

K

P

X

Selfish 

neighborhood

(a)

B

D

C

I

S
A

F

u

G

K

P

X

E

False shortest path

Black hole 

neighborhood

(b)

 
Fig. 1. Neighbourhood analysis of a node: presence of (a) a selfish node and (b) a black hole attacker 

 

The above definition implies that all the network nodes are cooperative (in terms of packet 

forwarding) and non-malicious. For , the network survivability can be analysed as each 
pair of nodes has at least one alternative backup path available in order to cope with any 

unpleasant situation, such as path breakups, etc. However, in reality, not all nodes are 
cooperative. Nodes may be faulty, selfish, or malicious attackers. In that case for connectivity 

and survivability, we use  which denotes the connectivity among cooperative nodes. In 

order to reflect nodes’ behaviour in the network connectivity, Definition 1 will be modified as 

follows.   

Definition 2: Let  is the cooperative nodes’ connectivity in network N, the survivability 

of N denoted by , may be defined as the probability that all cooperative (non-malicious) 

nodes are k-connected, i.e. 

                                 (8) 

Equation (8) demonstrates the probability of cooperative nodes to be k-connected (i.e. at least 
k mutually independent routes containing cooperative nodes for each node pair is there). In 

order to analyse the network connectivity in the presence of active and passive DoS attackers, 

first we analyse the connectivity of an individual node and then extend it to the overall network 

connectivity. 

5.1 Probability of a node being disconnected 

A node v will be disconnected from the network if , where  are the number of 

cooperative node-disjoint (outgoing) paths of the node v. It is due to the fact that node v may 
communicate in the network only through its cooperative neighbors. Node v will be isolated 

from the network if it’s all neighbors are selfish nodes or it has at least one black hole 

neighbour. More formally, we can formulate this fact as follows. Given a node v with degree d, 

if  or , then node v has no cooperative neighbour, i.e. 

. So, the probability of a node being disconnected may be given as follows.  

                         (9) 

where, D is the degree of a node,  and  are the probabilities of a node being cooperative 

and a node being black hole, respectively. According to (9), neighbors of a node must not 

contain any black hole node and must contain at least one cooperative node in order to keep it 
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connected with the network. 

5.2 Nodes Probability for being k-connected 

The above analysis indicates an individual node being disconnected in a network. Now we 

need to extend it to k-connectivity of a node. A node is said to be k-connected if its cooperative 

neighbours are k, i.e. . And the probability of a node being k-connected is given as  

                 (10) 

Where  is number of cooperative neighbors,  represents black holes,  is number of 

selfish neighbours, faulty neighbours are shown by . Eq. (10) implies that a node v has k 
node-disjoint outgoing connections or paths if and only if v does not have black hole neighbor 

and at least k cooperative neighbors. Since, the actions and events of these nodes are mutually 

independent; hence by using the multinomial probability, (10) may be written as follows. 

               (11) 

After formulating the k-connectivity of individual nodes, it is important that we generalize it 
and extend it to network level. It has been shown in [43] that for a random graph G having N 

vertices, the probability that the graph G is k-connected is approximately equal to the 

probability of every vertex in G has at least k neighbours, i.e. 

                (12) 

Provided that N is large enough and to be almost one, where  is the 

minimum degree (or vertex degree) of graph G. Moreover, [43] has further shown that even if 

N is in the order of 50 and  is not close to one, still provides a 

good estimation for . It is worth mentioning that the above work does not 
consider DoS attackers. As we discussed above, these attackers do not provide any effective 

outgoing paths. So, the condition for a network to be k-connected would be that every node 
must have at least k benign or cooperative neighbours.  

Let be the minimum cooperative degree of all the nodes in network N, then the above 

point is formulated by the following theorem. 

Theorem 1: Given wireless ad hoc network N consisted of v nodes (not less than 50 including 
the attackers), if N attains at least k cooperative neighbours, then N is asymptotically 
k-connected, i.e. 

                        (13) 

Proof: let  and are the degree and the cooperative degree of a node v, respectively. 

Intuitively,  holds then  implies 

that . Similarly, as connectivity cannot be greater than that of 

the minimum cooperative degree, i.e. C ; hence, . Thus, 

in general,  holds. 

Revisiting the definition of survivability in Eq. (8) and theorem 1, the survivability of a 
network N is the probability that all nodes must have at least k cooperative neighbours (degree), 
i.e. 

                                          (14) 

Where  is a sub-network of N formed by all active nodes. In other words, for a k-connected 

network N to be survivable is actually the network formed from cooperative nodes  because 

the cooperative nodes are the ones that provide services and connectivity to the network.  
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5. Performance Evaluation 

5.1 Setup Details 

This investigation aims to determine the impact of DoS invaders (where they drop selective or 
all packets) on ad hoc routing protocols under different performance metrics, given below. We 

designed all our MANETs scenarios in NS-2 with the help of the simulation factors shown in 

Table 4. Some of the parameters given in the table will be explained in the coming subsection. 

NS-2 is a consummate discrete event simulator used for MANET in research community. 
Traffic antecedents and descends are randomly selected through the use of Constant Bit Rate 

(CBR) agents for traffic generation. We practice random way point mobility model that befits 

the random movement pattern of MANETs. For the simulation work, we simulated 30 random 
scenarios in each case and then the mean of these 30 simulations is taken. 

Table 4. Simulation Parameters 

PARAMETER VALUE 

Simulator 

 
NS-2.35 

Protocols 
DSR, AODV, OLSR, 

DSDV 

Nodes 50 

Max. connections 25 

Attack type 
Packet droppers (partial 
and full) 

 Type-1 attackers 0% to 100% 

Type-2 attackers 50% 

Packet drop rate 0% to 100% 

Simulation areas 1000m2, 2000m2,3000m2 

Pause time 0, 20, 40, 60, 80, 100 

seconds Maximum speed 5, 10, 15, 20, 25, 30 m/sec 

Radio range 250m 

Traffic type CBR 

Packet size 64 Bytes 

Simulation time 900 sec 
 

5.2 Performance Metrics 

In Section 2, we have presented the metrics used in the existing work. However, we use almost 
all of the metrics used in the existing work where these metrics were used in parts. To perform 

comparison, the efficiency metrics are as under: 

 End-to-end delay: it is the total time (data) packets utilize to reach their specified 

destinations divided by the total packets. 

 Packet Drop: Packet drops due to reasons, such as congestion, attacks, etc. The number 

of sent packets (at the source) minus the number of received packets (at the destination) 

computes the packet drop. 

 Packet Delivery Ratio: it refers to the ratio of total count of received data packets (at 

application layer) to the count of sent data packets at the same layer. 

 Normalized routing load: The ratio of the numbers of packets transmitted at the network 

layer to the number of packets received by the destination at the same layer. 
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 Routing overhead: Routing overhead is the count of forwarded and dispatched events at 

the network layer. 

5.3 Attack Model 

Since, the main aim of the active and passive DoS attackers is to drop all or some packets 

passing through them. We implement two types of attackers, i.e. partial and full packet 
droppers, irrespective of their mode being active or passive. The full packet dropper is referred 

to as type-1 and the partial packet dropper as type-2 attackers. 

5.4 Result Analysis  

In this section, we discuss the results obtained from our simulations as follows. 

5.4.1 Type-1 Attackers’ Effects  

Fig. 2 illustrates the effect of type-1 attacks on the metrics given in Section 6.2 with 

supplementary simulation parameters given in Table 5. With increasing type-1 attackers, 
proactive protocols provide good PDF performance as compared to reactive protocols, as 

evident from Fig. 2(a). For networks facing threats of high percentage of type-1 attackers, 

proactive protocols are a good choice in terms of high PDFs. It is worth mentioning to note 
that when all the nodes in the network are type-1 attackers, there is still around 10% PDF 

sustained. The reason for this is that some of the source nodes directly interact with their 

destination nodes without any intermediate node. This gives rise to increase in the overall PDF 

(i.e. increase in sent and received events) of the network. Packet drop and routing load 
increases when attackers increase, as shown in Fig. 2(b) and (c); however, proactive protocols 

perform better, i.e. in packet drop OLSR performs better while in routing load DSDV 

performs well. In case of delay, all protocols incur high delays at the start (because of fresh 
route discoveries) and decreased delays afterwards, Fig. 2(d). The DSR protocol suffers more 

from high delay at the start as compared to others because of determining source to destination 

routes. AODV performs better because it uses hop-by-hop routing, as opposed to DSR. In Fig. 

2(e), the OLSR protocol demonstrates a little bit higher overhead as compared to others; it may 

be due to the periodic broadcasts for its MPR selections. 

5.4.2 Mobility Effect 

We also evaluated the protocols for type-1 attackers with varying mobility in the network. Fig. 

3 indicate the outcome for metrics given in Section 6.2 using the supplementary simulation 
parameters shown in Table 6. It is intuitive to note that packet drop and routing load increases 

with mobility due to frequent link breakages, as shown by Fig. 3(a) and (c). However, OLSR 

exhibits almost persistent behavior pertaining to mobility. Proactive protocols produce high 

PDFs as compared to reactive protocols, as depicted in Fig. 3(b).  
As shown by Fig. 3(d), as usual, the DSR exhibits high latency than all the other protocols 

which is due to the fact that DSR incurs added latency for its route discoveries. On the other 

side, initially the proactive protocols expressed lower delays; however, the delay amplifies in 
reference to mobility because of the optionally varying entries of routing table entries due to 

mobility. The performance of reactive protocols is almost the same in the case of overhead. 

The proactive protocols show inconsistent performance. However, they are sturdy against 
changing mobility, as shown in Fig. 3(e). 
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5.4.3 Pause Time Effect 

In this simulation experiments, Fig. 4 represents the varying pause times effects on the metrics 

given in Section 6.2 along with the simulation parameters specified in Table 7. In Fig. 4(a), in 

case of PDF, both reactive and proactive protocols exhibit steadiness for different pause times. 
The reactive protocols face high packet drops as compared to the proactive protocols, as 

depicted in Fig. 4(b).  

   
Fig-2(a)             Fig-2(b) Fig-2(c) 

   

 
 

 

Table 5 
 

Parameter value 

Attackers Type-1 

Area 1000m
2
 

Type-1% 0% to 100% 

Mobility 10 m/sec 

Fig-2(d) Fig-2(e)  

 

Fig. 2. a) PDF vs. type-1 attacks’ %, b) Average drop packets vs. type-1 atacker’s %,  

c) Normalized routing load vs. type-1 attackers’ %, d) Delay vs type-1 attackers’s %,  

e) overhead vs type-1 attacker’s %. 

 

As illustrated in Fig. 4(c), the routing load incurred by DSDV is lower than all others on pause 
time greater than 20 seconds. The rest of the protocols uphold small increased routing load 
with respect to pause time increase. The delay incurred by DSDV and AODV is almost the 

same; however, in OLSR it is almost unpredictable.  

The DSR suffers from high delay as usual; see Fig. 4(d). The ensued overhead is depicted in 
Fig. 4(e). Reactive protocols incur same overhead while the proactive protocols on the other 

hand do not produce consistent results. For instance, DSDV incurs lowest while OLSR incurs 
highest overhead. 

Table 5 Table 5 
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5.4.4 Terrain Size Effect 

In Fig-5, the results for different terrain size using metrics given in the figure are illustrated 

based on the simulation parameters given in Table 8. The network sparseness affects the 

overall performance of routing protocols. For instance, sparseness increases packet drop rate, 
as shown in Fig. 5(a). The proactive protocols suffer less because they try to maintain their 

routing table up-to-date via periodic updates. And fresh alternative paths are easily available to 

nodes when one route fails due to network sparseness. Same is the case with the routing load, 
which increases with respect to the sparseness; however, DSDV incurs low load, as shown in 

Fig. 5(b). 

 

Fig. 3. a) Average packet drop vs. Mobility, b) PDF vs. Mobility, c) Normalized routing load vs. 
Mobility, d) Delay vs. Mobility, e) Overhead vs. Mobility. 

 

Reactive protocols produce about same performance in terms of routing overhead. However, 
proactive protocols exhibit incoherent performance, i.e. OLSR‘s has the highest overhead 

whereas DSDV’s has the lowest, in contrast, as shown in Fig. 5(c). Fig. 5(d) represents the 

proactive protocols delay, which is lower than the reactive protocols. PDFs’ of all protocols 
increase with the terrain size, depicted in Fig. 5(e). 

5.4.5 Type-2 Attackers Effects 

Fig. 6 shows the effect on the metrics when type-2 attackers (partial droppers) are in action. 

   
Fig-3(a)             Fig-3(b) Fig-3(c) 

  

 

Table. 6 
 

Parameter value 

Attackers Type-1  

Area 1000m
2
 

Attackers’ % 20% 

Mobility 5,10,15,20,25,30m/s 

 

Fig-3(d) Fig-3(e)  

Table 5 Table 5 
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The supplementary simulation parameters can be found in Table 9. In this simulation scenario, 

the type-2 attackers drop rate increases from 0% to 100%, as can be seen on the x-axis in the 
figure. Fig. 6(a) shows the average PDF of partially packet drops percentage. The overall PDR 

of proactive routing protocols is high on 40% drop rate and higher and almost alike for both 

DSDV and OLSR. In contrast, when the drop rate is low, on-demand protocols exhibits better 

performance. In Fig. 6(b) the overall comparative results show that the OLSR outperforms 
other protocols. It is clear from the results that reactive protocols show stable behavior in such 

attacks. Results in Fig. 6(c) represent the increasing drop rate with the normalized routing load 

for all protocols. Likewise, OLSR produces more loads on the network, while DSDV bears 
fewer loads, but it is increased with the increase in drop rate. 

 

   
Fig-4(a)             Fig-4(b) Fig-4(c) 

  

 
Table 7 

 

Parameter value 

Attackers Type-1 

Area 1000m
2
 

Attackers’ % 20% 

Pause time 0,20,40,60,80,

100 s 

Fig-4(d) Fig-4(e)  

Fig. 4. a) PDF vs. Pause time, b) Average packet drop vs. Pause time, c) Normalized routing load vs. 

Pause time, d) Delay vs. Pause time, e) Overhead vs Pause time. 

 

Moreover, as shown by Fig. 6(d), the DSR protocol is comparatively more prone to delays 

than the other protocols when the drop rate rises. OLSR protocol is stable in the long run, i.e. 
when drop rate increases OLSR overhead decreases, this fact can be seen in Fig. 6(e). 

Likewise, DSR and AODV also mimic the same behaviour in the long run, i.e. with low drop 

rate the produce more overhead as compared to their decreased overhead on high drop rates. In 
the overall picture, DSDV produces low overhead as compared to others. 

Table 5 Table 5 
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Fig-5(a)             Fig-5(b) Fig-5(c) 

  

 

Table 8 
 

 
 

Parameter value 

Attackers Type-1 

Area 1000,2000,3000m
2
 

Attackers’ % 50% 

Pause time 60 sec 

Fig-5(d) Fig-5(e)  

Fig. 5. a) Average packet drop vs. Area, b) Normalized routing load vs. Area, c) Overhead vs Area,  

d) Delay vs. Area, e) PDF vs. Area. 

 

 

   
Fig-6(a)             Fig-6(b) Fig-6(c) 

Table 5 Table 5 
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Table 9 

 

Parameter value 

Attackers Type-2 

Area 1000 m
2
 

Attackers’ % 0 to 100% 

Pause time 60 sec 

Fig-6(d) Fig-6(e)  

 
Fig. 6. a) PDF vs. Type-2, b) Average drop packets vs. Type-2,  

c) Normalized routing load vs. Type-2, d) Delay vs. Type-2, e) Overhead vs. Type-2. 

6. Discussions  

Reactive protocols tend to be less survivable. They act as on-demand service. The broken 

routes may cause service disruption owing to the time required for constructing new routes 
using fresh route discoveries. This creates a problem, i.e. the delay and overhead incurred in 

forming new routes towards destination(s). The proactive routing protocols, on the other hand, 

retain the network up and more survivable. One of the reasons is that each node maintains a 

table of routes to almost all destinations, at the cost of increased overhead. In case of active or 
passive DoS attacks, an alternate route is used without causing any delay.  

Due to the passive DoS, the attacker drops all or fraction of packets creating service holes in 
the network. The traffic sources then try to discover alternate routes. However, there is no such 

mechanism exists in the routing protocols to exclude such nodes in the subsequent route 

discoveries. As a result, the source nodes uselessly try to reach their destinations with little or 
no success. This causes bandwidth and network resource wastage. Active DoS attacks are 

more serious because attackers can target specific victim nodes or even specific regions of the 

network to disconnect them from the operational part of the network. This is considered as 
more serious threat to survivability.  

These attackers can use other mechanisms to completely cripple any operational network. For 
example, the attackers can form a group and launch these attacks in groups, called collusion. 

Similarly, they can strategically target important and sensitive locations of the networks, such 

as cluster head, base stations, data aggregators, etc. in order to disrupt the functionality or to 
analyse traffic to compromise privacy.  

6.1 Suggested Improvements 

Reputation and trust-based solutions: in the literature, reputation and trust based schemes, 

such as [22, 23, 44], have been proposed for selfish node detection. One of the main concerns 

regarding using these solutions is the unnecessary incurred overhead, as pointed by [25]. If a 
lightweight version of these schemes is used properly, this will improve network survivability 

due to the fact that they isolate packet droppers. This can also help in isolating black hole 

attackers. Moreover, they encourage nodes to cooperate in order to gain good reputation and 
trust in the network.  

Table 5 
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Adaptive route construction: in most of the routing protocols, when the route is broken due to 
nodes move-out-of-range situations because of mobility or due to DoS attacks, the source node 
is notified using a control message, such as Route Error (RERR). The source node then starts a 

fresh route discovery. This new route discovery will become unsuccessful if that route again 

includes the malicious node(s). To reduce the time required for (unsuccessful) route 

discoveries, each node should monitor its next hop for packet forwarding. After detecting 
packet drop threshold, the node preceding the attacker should construct the remaining path 

adaptively to the destination node thereby diverting the traffic and bypassing the attacker.  

Replicated resources: one of the key solutions for promoting survivability and fault tolerance 
is to increase resource replication. In some situations, it is quite possible to install emergency 
relay towers or to use existing network infrastructure, such as volunteers’ communication 

devices, such as smart phones, laptops, etc., (ignoring security implications). This will 

maintain the overall network communication service. Similarly, routing protocols that 

construct, maintain, and use node-disjoint paths can also improve survivability. Example of 
those routing protocols is multipath routing protocols. 

7. Conclusions 

In this work, we evaluated survivability of multiple routing protocols in the presence of DoS 

attacks. We analysed performance of reactive and proactive protocols for various types of DoS 

attacks using multiple parameters. Through extensive simulations, it has been established that 
proactive routing protocols survive longer in the presence of the DoS attacks. One of the 

reasons for this behaviour is that in proactive routing protocols, each node has pre-established 

paths that can be used as alternate routes in case of route breakage. In our future work, we 
intend to propose a lightweight reputation-based mechanism with adaptive route construction 

strategy for the efficient route discovery and packet drop mitigation in the network. 
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