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ON THE RATES OF CONVERGENCE IN WEAK LIMIT

THEOREMS FOR NORMALIZED GEOMETRIC SUMS

Tran Loc Hung and Phan Tri Kien

Abstract. The main purpose of this paper is to establish the rates of

convergence in weak limit theorems for normalized geometric sums of in-
dependent identically distributed random variables via Zolotarev’s prob-

ability metric.

1. Introduction

Throughout the paper let {Xj , j ≥ 1} be a sequence of independent, iden-
tically distributed (i.i.d.) random variables. Let νp be a geometric random
variable with parameter p ∈ (0, 1), denoted by νp ∼ Geo(p), whose probability
mass function given by

P(νp = r) = p(1− p)r−1, r = 1, 2, . . . .

Moreover, assume that νp is independent for all Xj for j ≥ 1. Set a summation
up to random variable νp of i.i.d. random variables

Sνp = X1 +X2 + · · ·+Xνp .

Random sum Sνp is said to be geometric sum. For p ∈ (0, 1), let us denote by
c(p) the positive constant depending on p ∈ (0, 1), such that c(p)→ 0 as p ↓ 0+.
Asymptotic behavior of distribution of normalized geometric sum c(p)Sνp is a
main research object in this paper.

During the last several decades, weak limit theorems for geometric sums
have became one of most important problems in applied probability and re-
lated topics. There are many applications in insurance risk theory, stochastic
finance and queuing theory, etc. A number of known results related to geomet-
ric sums and their applications have been investigated by Rényi (1957), Ko-
rolev and Kruglov (1990), Gnedenko and Kruglov (1996), Kalashnikov (1997),
Sandhya (1999), Kozubowski (2000, 2017), Kotz et al. (2001), Klebanov et
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al. (1984, 2003), Asmussen (2003, 2010), Bon (2002), Grandell (2002), Korolev
et al. (2016, 2017), Hung (2013), etc. (see [1,2,4–6,9–19,22] and the references
given there).

Asymptotic behavior of geometric sums with convergence rates in weak limit
theorems is a matter of concern in probability theory and in applied areas.
Up to the present, an estimation on convergence rate in well–known Rényi’s
limit theorem (1957) for geometric sum is established based on method of
probability metrics, but the proof is omitted, (see comments in [20], Theorem
8.1.6, page 246). In recent years, some rates of convergence in limit theorems
for geometric sums of i.i.d. random variables is given by Hung (2013) in [9],
using a linear operator–method originated by Trotter (1959) in [23]. However,
in several situations it is very hard to establish convergence rates in weak limit
theorems for geometric sums. Some classic methods are not satisfying strict
requirements of considered distributions. Perhaps this is a main reason that
applications of geometric summations are still not widely available. Therefore,
establishment of convergence rates for distributions of normalized geometric
sums via Zolotarev’s probability metric is main aim of this paper.

It is worth pointing out that the Zolotarev’s probability metric used in our
paper since its simpleness and ideality. Furthermore, Zolotarev’s probability
metric may be compared with well–known metrics like Kolmogorov metric,
total variation metric, Lévy-Prokhorov metric and the metric based on Trotter
operator, etc. (see [3, 8, 24–26]).

The article is organized as follows. Definitions and properties of Zolotarev’s
probability metric will be recalled in Section 2. Moreover, a class of geomet-
rically strictly stable distributions and some special distributions belonging to
this class will be recalled in this section. Our main results are presented in
Section 3.

In this paper, N = {1, 2, . . .} and R = (−∞,+∞) are denoted by set of

natural numbers and set of real numbers, respectively. Symbols
D
= and

D−→ are
denoted equality in distribution and convergence in distribution, respectively.

2. Preliminaries

Let us denote by X the set of random variables defined on a probability space
(Ω,A,P), and by CB(R) the set of all real–valued, bounded, uniformly contin-
uous functions defined on R, with norm ‖f‖ = supw∈R |f(w)|. Furthermore, for
any m ∈ N, m < s ≤ m+ 1 and β = s−m, let us set

CmB (R) =
{
f ∈ CB(R) : f (k) ∈ CB(R), 1 ≤ k ≤ m

}
,

where f (k) is a derivative function of order k ∈ N. Moreover, we denote

Ds =
{
f ∈ CmB (R) :

∣∣f (m)(x)− f (m)(y)
∣∣ ≤ |x− y|β}.
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Definition ([24], [25] and [26]). Zolotarev’s probability metric on X between
two arbitrary random variables X, Y ∈ X, is defined by

ζs(X,Y ) = sup
f∈Ds

∣∣∣E[f(X)− f(Y )
]∣∣∣.

Interesting cases of Zolotarev’s probability metric of order s = 2 and s = 3
are presented as follows.

• For m = 1 and s = 2, Zolotarev’s probability metric of order 2 is
defined by

ζ2(X,Y ) = sup
f∈D2

∣∣∣E[f(X)− f(Y )
]∣∣∣,

where X, Y ∈ X, and

D2 =
{
f ∈ C1

B(R) :
∣∣f ′(x)− f ′(y)

∣∣ ≤ |x− y|}.
• For m = 2 and s = 3, Zolotarev’s probability metric of order 3 is given

by

ζ3(X,Y ) = sup
f∈D3

∣∣∣E[f(X)− f(Y )
]∣∣∣,

where X, Y ∈ X, and

D3 =
{
f ∈ C2

B(R) :
∣∣f ′′(x)− f ′′(y)

∣∣ ≤ |x− y|}.
Remark 2.1 ([3], [24], [25] and [26]).

(1) Zolotarev’s probability metric ζs is an ideal metric of order s, i.e., for
any c 6= 0, and for random variables X, Y, Z ∈ X,

ζs(X + Z, Y + Z) ≤ ζs(X,Y ),

and

ζs(cX, cY ) = |c|sζs(X,Y ),

where Z is independent of X and Y.

(2) If ζs(Xn, X0)→ 0 as n→∞, then Xn
D−→ X0 as n→∞.

The following lemma states a property of Zolotarev’s probability metric that
will be useful in next section.

Lemma 2.2. Let {Xj , j ≥ 1} and {Yj , j ≥ 1} be two independent sequences of
i.i.d. random variables. Then, for n ∈ N,

(1) ζs

( n∑
j=1

Xj ,

n∑
j=1

Yj

)
≤ nζs(X1, Y1).

Proof. The lemma will be proved by mathematical inductive method as follows.

• For n = 1, inequality (1) holds.
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• For n = 2, from Remark 2.1 it follows that

ζs(X1 +X2, Y1 + Y2) ≤ ζs(X1 +X2, Y2 +X1) + ζs(Y2 +X1, Y1 + Y2)

≤ ζs(X2, Y2) + ζs(X1, Y1) = 2ζs(X1, Y1).

• Assume that inequality (1) will be valid up to n = m ∈ N, i.e.,

ζs

( m∑
j=1

Xj ,

m∑
j=1

Yj

)
≤ mζs(X1, Y1).

Inequality (1) will be proved for n = m+ 1. We first observe that

ζs

(m+1∑
j=1

Xj ,

m+1∑
j=1

Yj

)
= ζs

( m∑
j=1

Xj +Xm+1,

m∑
j=1

Yj + Ym+1

)

≤ ζs

( m∑
j=1

Xj +Xm+1, Ym+1 +

m∑
j=1

Xj

)

+ ζs

(
Ym+1 +

m∑
j=1

Xj ,

m∑
j=1

Yj + Ym+1

)

≤ ζs(Xm+1, Ym+1) + ζs

( m∑
j=1

Xj ,

m∑
j=1

Yj

)
≤ ζs(Xm+1, Ym+1) +mζs(X1, Y1)

= (m+ 1)ζs(X1, Y1).

The proof is complete. �

In the sequel, we recall several necessary probability distributions with their
characterizations (see [17] for more details).

A random variable L is said to have symmetric Laplace distribution with
parameters zero and σ > 0, denoted by L ∼ Laplace(0, σ), if its characteristic
function is given in form

ϕL(t) =
1

1 + σ2

2 t
2
, t ∈ R.

Furthermore, if L ∼ Laplace(0, σ), then

E(L) = 0; E(L2) = σ2 and E|L|3 =
3σ3

√
2
.

A random variable ξ is said to have symmetric Linnik distribution with two pa-
rameters α ∈ (0, 2] and σ > 0, denoted by ξ ∼ Linnik(α, σ), if its characteristic
function is defined by

ϕξ(t) =
1

1 + σα|t|α
, t ∈ R.
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It is easily seen that, for α = 2, a symmetric Linnik distribution reduces to a
symmetric Laplace distribution. Thus, it is also known as α-Laplace distribu-
tion.

Definition ([12, Definition 2, p. 793]). A random variable Y is said to be
geometrically strictly stable (GSS) if for any p ∈ (0, 1), there is a constant
c(p) > 0 such that

Y
D
= c(p)

νp∑
j=1

Yj ,

where Y, Y1, Y2, . . . are i.i.d. random variables, and νp ∼ Geo(p), independent
of Yj for all j ≥ 1.

It is clear that random variables Z ∼ Exp(λ), L ∼ Laplace(0, σ) and ξ ∼
Linnik(α, σ) are GSS random variables. This will be confirmed by Proposition
3.1 with Eq. (2), Proposition 3.2 with Eq. (3) and Proposition 3.3 with Eq. (4)
in the next section.

3. Main results

We shall begin with showing following propositions.

Proposition 3.1. Let Z ∼ Exp(λ) be an exponential distributed random vari-
able with parameter λ > 0. Then

(2) Z
D
= p

νp∑
j=1

Zj ,

where νp ∼ Geo(p), and Zj’s are i.i.d. copies of Z, independent of νp for all
j ≥ 1.

Proof. Let us denote by ψνp(w) = pw
1−(1−p)w the generating function of νp and

by ϕZ1
(t) = λ

λ−it the characteristic function of Z1, respectively. Then, accord-

ing to [7], the characteristic function of normalized geometric sum p
∑νp
j=1 Zj

is defined as follows

ϕ
p
νp∑
j=1

Zj
(t) = ϕ νp∑

j=1
Zj

(pt) = ψνp
[
ϕZ1

(pt)
]

=
pλ

pλ− ipt
=

λ

λ− it
= ϕZ(t), t ∈ R.

The proof is complete. �

Proposition 3.2. Let L ∼ Laplace(0, σ) be a symmetric Laplace distributed
random variable with parameters zero and σ > 0. Then

(3) L D
= p1/2

νp∑
j=1

Lj ,

where νp ∼ Geo(p), and Lj’s are i.i.d. copies of L, independent of νp for all
j ≥ 1.



1120 T. L. HUNG AND P. T. KIEN

Proof. According to [7], since νp ∼ Geo(p) and L1 ∼ Laplace(0, σ), the char-

acteristic function of normalized geometric sum p1/2
∑νp
j=1 Lj is defined by

ϕ
p1/2

νp∑
j=1
Lj

(t) = ϕ νp∑
j=1
Lj

(p1/2t) = ψνp
[
ϕL1

(p1/2t)
]

=
1

1 + σ2

2 t
2

= ϕL(t), t ∈ R.

This completes the proof. �

Proposition 3.3. Let ξ ∼ Linnik(α, σ) be a symmetric Linnik distributed
random variable with two parameters α ∈ (0, 2] and σ > 0. Then

(4) ξ
D
= p1/α

νp∑
j=1

ξj ,

where νp ∼ Geo(p), and ξj’s are i.i.d. copies of ξ, independent of νp for all
j ≥ 1.

Proof. On account of [7], since ξ1 ∼ Linnik(α, σ) and νp ∼ Geo(p), the charac-

teristic function of normalized geometric sum p1/α
∑νp
j=1 ξj will be given by

ϕ
p1/α

νp∑
j=1

ξj
(t) = ϕ νp∑

j=1
ξj

(p1/αt) = ψνp
[
ϕξ1(p1/αt)

]
=

1

1 + σα|t|α
= ϕξ(t), t ∈ R.

The proof is complete. �

From now on, unless otherwise specified, we shall consider m ∈ N and m <
s ≤ m + 1. Furthermore, for any p ∈ (0, 1), let c(p) be a positive constant
depending on p ∈ (0, 1), such that c(p) ↓ 0 as p ↓ 0. Next theorem will be
fundamental in this paper.

Theorem 3.4. Let {Xj , j ≥ 1} and {Yj , j ≥ 1} be two independent sequences
of i.i.d. random variables with E|X1|s < +∞ and E|Y1|s < +∞ for s ≥ 1.
Let νp ∼ Geo(p) be a geometric random variable with parameter p ∈ (0, 1),
independent of all Xj and Yj for j ≥ 1. Assume that

(5) E(Xk
1 ) = E(Y k1 ) for 1 ≤ k ≤ m.

Moreover, let c(p) satisfy [c(p)]s

p = o(1) as p→ 0 for s ≥ 1. Then

(6) ζs

(
c(p)

νp∑
j=1

Xj , c(p)

νp∑
j=1

Yj

)
≤ [c(p)]s

p.m!

(
E|X1|s + E|Y1|s

)
.
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Proof. Since Zolotarev’s probability metric is ideality of order s, according to
Lemma 2.2, it follows that

ζs

(
c(p)

νp∑
j=1

Xj , c(p)

νp∑
j=1

Yj

)
= [c(p)]sζs

( νp∑
j=1

Xj ,

νp∑
j=1

Yj

)

= [c(p)]s
∞∑
n=1

P(νp = n)ζs

( n∑
j=1

Xj ,

n∑
j=1

Yj

)
≤ [c(p)]s

∞∑
n=1

{
P(νp = n)nζs(X1, Y1)

}
= [c(p)]sE(νp)ζs(X1, Y1) =

[c(p)]s

p
ζs(X1, Y1).

For any x ∈ R and 0 < θ < 1, by Taylor series expansion for a function f ∈ Ds

with Lagrange remainder, we obtain

f(x) = f(0) +

m−1∑
k=1

f (k)(0)

k!
xk +

f (m)(θx)

m!
xm

= f(0) +

m∑
k=1

f (k)(0)

k!
xk +

xm

m!

[
f (m)(θx)− f (m)(0)

]
.

Hence, for any x, y ∈ R and f ∈ Ds, we obtain

f(x)− f(y) ≤
m∑
k=1

f (k)(0)

k!
(xk − yk) +

1

m!
(|x|s + |y|s).

By definition of Zolotarev’s probability metric and using assumptions of this
theorem, one has

ζs(X1, Y1) ≤ sup
f∈Ds

{
m∑
k=1

|f (k)(0)|
k!

∣∣E(Xk
1 )− E(Y k1 )

∣∣+
1

m!

(
E|X1|s + E|Y1|s

)}

=
1

m!

(
E|X1|s + E|Y1|s

)
.

Therefore, from (5), estimation (6) is valid. This completes the proof. �

Remark 3.5. Under the above assumptions of Theorem 3.4, then

c(p)

νp∑
j=1

Xj
D−→ c(p)

νp∑
j=1

Yj as p→ 0.

Rate of convergence in Rényi-type limit theorem for geometric sums (see for
instance [10]) will be established by following corollary.

Corollary 3.6. Let {Xj , j ≥ 1} be a sequence of positive i.i.d. random variables
with E(X1) = µ1 ∈ (0,+∞) and E(X2

1 ) = µ2 ∈ (0,+∞). Let νp ∼ Geo(p) be a
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geometric random variable with parameter p ∈ (0, 1), independent of Xj for all
j ≥ 1. Then

(7) ζ2

(
p

νp∑
j=1

Xj , Z

)
≤ p
(
µ2 + 2µ2

1

)
,

where Z ∼ Exp(µ−11 ).

Proof. Since Z ∼ Exp(µ−11 ), by Proposition 3.1, we have

Z
D
= p

νp∑
j=1

Zj ,

where Zj ’s are i.i.d. copies of Z, independent of νp for all j ≥ 1. Moreover,

E(Z1) = µ1 = E(X1) and E(Z2
1 ) = 2µ2

1.

According to Theorem 3.4 with m = 1, s = 2 and c(p) = p, then estimation
(7) will be concluded. The proof is straight-forward. �

Remark 3.7. From (7) the Rényi’s theorem in [10] will be valid as follows:

p

νp∑
j=1

Xj
D−→ Z as p→ 0.

Remark 3.8. The upper bound in (7) was also studied by Hung (2013) via a
probability metric based on Trotter’s operator (see [9] for more details).

Corollary 3.9. Let {Xj , j ≥ 1} be a sequence of i.i.d. random variables with
E(X1) = 0, E(X2

1 ) = σ2 ∈ (0,+∞) and E|X1|3 = ρ ∈ (0,+∞). Let νp ∼
Geo(p) be a geometric random variable with parameter p ∈ (0, 1), independent
of Xj for all j ≥ 1. Then

(8) ζ3

(
p1/2

νp∑
j=1

Xj ,L
)
≤ p1/2

(
ρ

2
+

3σ3

2
√

2

)
,

where L ∼ Laplace(0, σ/
√

2) with σ > 0.

Proof. Since L ∼ Laplace(0, σ/
√

2), by Proposition 3.2, it follows that

L D
= p1/2

νp∑
j=1

Lj ,

where Lj ’s are i.i.d. copies of L, independent of νp for all j ≥ 1. Furthermore,

E(L1) = 0 = E(X1); E(L1
2) = σ2 = E(X2

1 ) and E|L1|3 =
3σ3

√
2
.

According to Theorem 3.4 with m = 2, s = 3 and c(p) = p1/2, then (8) will be
established. This concludes the proof. �
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Remark 3.10. According to Corollary 3.9, weak limit theorem for normalized
geometric sum of i.i.d. random variables will be stated as follows:

p1/2
νp∑
j=1

Xj
D−→ L ∼ Laplace(0, σ/

√
2) as p ↓ 0.

This result may be found in [17, p. 30].

It is worth pointing out that, the class of symmetric Linnik distributions
coincides with class of distributional limits of sum p1/αSνp as p ↓ 0, where
α ∈ (0, 2] (see Proposition 4.3.4 in [17, p. 202]). Therefore, normalized geo-
metric sum p1/αSνp could not be applied directly from Theorem 3.4. The
following theorem will establish rate of convergence for normalized geometric
sum p1/αSνp with 1 < α < 2.

Theorem 3.11. Let {Xj , j ≥ 1} be a sequence of i.i.d. random variables with
E(X1) = 0 and E|X1| = % ∈ (0,+∞). Let νp ∼ Geo(p) be a geometric random
variable with parameter p ∈ (0, 1), independent of Xj for all j ≥ 1. Then

(9) ζ2

(
p1/α

νp∑
j=1

Xj , ξ

)
≤ 2p

2−α
α sup

f∈D2

‖f ′‖
(
%+

2σ

α sin π
α

)
,

where ξ ∼ Linnik(α, σ) with 1 < α < 2, σ > 0 and ‖f ′‖ = supw∈R |f ′(w)|.

Proof. Let {ξj , j ≥ 1} be a sequence of i.i.d. copies of ξ, independent of νp. By
Proposition 3.3, we have

ξ
D
= p1/α

νp∑
j=1

ξj .

Consider m = 1, s = 2, according to Remark 2.1 and Lemma 2.2, it follows
that

ζ2

(
p1/α

νp∑
j=1

Xj , ξ

)
= ζ2

(
p1/α

νp∑
j=1

Xj , p
1/α

νp∑
j=1

ξj

)

= p2/αζ2

( νp∑
j=1

Xj ,

νp∑
j=1

ξj

)

= p2/α
∞∑
n=1

P(νp = n)ζ2

( n∑
j=1

Xj ,

n∑
j=1

ξj

)
≤ p2/α

∞∑
n=1

{
P(νp = n)nζ2(X1, ξ1)

}
= p

2−α
α ζ2(X1, ξ1).

For all x, y ∈ R and f ∈ D2, on account of Mean Value Theorem (see [21,
p. 107]), we have

f(x)− f(y) = (x− y)f ′(z) = (x− y)f ′(0) + (x− y)
[
f ′(z)− f ′(0)

]
,
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where z is between x and y.
Moreover, since f ∈ D2, one has

|f ′(z)− f ′(0)| ≤ sup
z∈R
|f ′(z)|+ sup

w∈R
|f ′(w)| = 2‖f ′‖.

Thus, we infer that

f(x)− f(y) ≤ (x− y)f ′(0) + 2‖f ′‖(|x|+ |y|).
On the other hand, since ξ1 ∼ Linnik(α, σ) with α ∈ (1, 2) and σ > 0, according
to [17, p. 212], it follows that

E(ξ1) = 0 and E|ξ1| =
2σ

α sin π
α

< +∞.

Since E(X1) = 0 and E|X1| = % ∈ (0,+∞), and by definition of Zolotarev’s
probability metric, we conclude that

ζ2(X1, ξ1) = sup
f∈D2

∣∣∣E[f(X1)− f(ξ1)
]∣∣∣

≤ sup
f∈D2

∣∣∣E[(X1 − ξ1)f ′(0) + 2‖f ′‖(|X1|+ |ξ1|)
]∣∣∣

= 2 sup
f∈D2

‖f ′‖
(
%+

2σ

α sin π
α

)
.

This finishes the proof. �

Remark 3.12. Under the assumptions of Theorem 3.11, weak limit theorem for
normalized geometric sum will be stated as follows

p1/α
νp∑
j=1

Xj
D−→ ξ ∼ Linnik(α, σ) as p ↓ 0.

This result may be found in [17, p. 202].
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