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Abstract

This paper investigates the non-intrusive speech intelligibility estimation method in noise environments

when the bottleneck feature of autoencoder is used as an input to a neural network. The bottleneck feature-

based method has the problem of severe performance degradation when the noise environment is changed. In 

order to overcome this problem, we propose a novel non-intrusive speech intelligibility estimation method that

adds the noise environment information along with bottleneck feature to the input of long short-term memory 

(LSTM) neural network whose output is a short-time objective intelligence (STOI) score that is a standard tool 

for measuring intrusive speech intelligibility with reference speech signals. From the experiments in various 

noise environments, the proposed method showed improved performance when the noise environment is same. 

In particular, the performance was significant improved compared to that of the conventional methods in 

different environments. Therefore, we can conclude that the method proposed in this paper can be successfully 

used for estimating non-intrusive speech intelligibility in various noise environments.

Keywords: Non-intrusive, Speech intelligibility estimation, noise environment, Autoencoder, Bottleneck feature, Long 

short-term memory (LSTM), STOI

1. INTRODUCTION

The speech intelligibility estimation methods are divided into intrusive or non-intrusive methods according 

to the presence or absence of a reference speech signal. The P.563 [1] is a representative non-intrusive method, 

and STOI (Short-Time Objective Intelligibility measure) [2] is an intrusive method for estimating speech 

intelligibility, which calculates the correlation between the reference signal and distorted signal in the 

frequency domain. The non-intrusive method is necessary in speech communication when the reference signal 

cannot be obtained. For the non-intrusive measure of speech quality and intelligibility, the data-driven method 

was developed [3]. Recently, deep learning-based non-intrusive speech intelligibility estimation methods were 

developed [4, 5]. The non-intrusive estimation method based on deep neural network, which incorporating 
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STOI values, was studied [6, 7]. In [6] and [7], the input of long short-term memory (LSTM) [8, 9] are the 

MFCC vector and the bottleneck feature vector of autoencoder [10], respectively, and the output is the frame-

wise STOI value for the training of the LSTM, in various noise environments. However, the performance of 

the non-intrusive speech intelligibility estimation using the bottleneck feature may be significantly deteriorated 

according to changes in the environment such as background noise. The estimation method in [7] did not use 

background noise information explicitly for the training and test of LSTM model. In this paper, we propose a 

novel method that uses background noise information as an input to LSTM along with bottleneck feature to 

overcome the disadvantages of the bottleneck feature.

2. NON-INTRUSIVE SPEECH INTELLIGIBILITY ESTIMATION BASED ON 

BOTTLENECK FEATURE WITH BACKGROUND NOISE INFORMATION

The feature used for intelligibility estimation is a frequency domain feature such as MFCC or a deep learning 

feature such as a bottleneck feature [10] of an autoencoder. In this research work, as shown in Figure 1, the 

autoencoder is trained with the short-term spectral magnitudes of clean speech frame and noisy frame as input 

and output in order to extract bottleneck features. The procedure for training the speech intelligibility 

estimation model in this study is shown in Figure 2. We used LSTM [8, 9] neural network for the intelligibility 

estimation, which has been successfully applied for the task of speech and acoustic modeling. The LSTM

model was trained using feature vector and STOI [2] value as input and output, respectively. The number of 

input nodes of the LSTM is equal to the order of the feature vectors, and the number of output nodes is one. In 

the test, the intelligibility score per frame is estimated based on LSTM speech intelligibility estimator by using

the bottleneck features of the noisy input speech. Then, an intelligibility score of the test utterance is obtained 

by averaging the frame-wise intelligibility scores.

The intelligibility estimation performance using bottleneck feature may be significantly deteriorated when 

the noise environment is changed. Therefore, we devised a new method to use the background noise 

information together with the bottleneck feature as the LSTM input as shown in Figure 3. For the background 

noise information, as shown in the following equation (1), we used the average of the spectral magnitude for 

each frequency bin using the N frames of noise interval.

|��(�)| =
�

�
∑ |�(�, �)|���
��� , k = 0, ∙∙∙, M-1                      (1)

where i and k are frame index and frequency bin index, respectively.

In this research work, ReLU (Rectified Linear Units) [11] and ADAM (ADAmptive Moment Estimation) 

[12] are used as the activation function and the statistical optimization algorithm for learning the neural 

network parameters.
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Figure 1. Autoencoder structure and bottleneck feature

Figure 2. Training procedure for speech intelligibility estimator
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Figure 3. LSTM model structure of the proposed method

3. EXPERIMENTS AND RESULTS

In order to evaluate the performance of the conventional and proposed methods, we used the TIMIT speech 

database [13], where each sentence was about 4 secs long and was resampled at a rate of 8 kHz. We used 700 

and 500 sentences for the training and test phases. The input and output for the autoencoder are 129-

dimensional short-time spectrum magnitude vectors extracted from 20 msec frames with the frame shift of 10 

msec in clean and various noisy environments. We extracted the 40-demensional bottleneck features from the 

trained autoencoder. The noise data were seven types: Cell phone, Ring tone, Step noise, Dog, TV, Car horn, 

and Siren. The number of hidden layers and hidden units for each hidden layer of the autoencoder network 

was 5 and 128, respectively. For the training of the autoencoder, the number of epochs was 50 and the learning 

was 0.001. The number of hidden layers and hidden units of LSTM network was 3 and 128, respectively, and 

the number of epochs was 10 and the learning was 0.001 for the training.

First, we examined the performance degradation of the conventional LSTM-based method [6] using 

bottleneck features without using the background noise information, according to the changes in the 

environment such as background noise. Table 1 shows the normalized correlation coefficient (NCC) and the 

root-mean-square error (RMSE) between the estimated intelligibility scores and STOI values. In the table, 

'Matched condition' or 'Mismatched condition' means that the noise environment in training and test is same 

or different, respectively. As a result of the experiment, in 'Matched condition', bottleneck feature showed 

superior performance compared to MFCC. However, MFCC is superior in 'Mismatched condition'. That is, the 

performance deterioration is severe because the bottleneck feature is sensitive to environmental changes.
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Table 1. Estimation performance for matched and mismatched conditions

Matched condition Mismatched condition

MFCC Bottleneck feature MFCC Bottleneck feature

RMSE 0.056 0.028 0.094 0.145

NCC 0.919 0.979 0.832 0.619

We conducted the experiments in order to evaluate the performance of the proposed method that tries to 

overcome the disadvantages of bottleneck feature. In the test, the average noise spectral vector is the spectral 

average values of N frames in which noise only exists before the start of the speech interval, and N is set to 5. 

As can be seen in Table 2, the proposed method has improved performance compared to the previous results 

in 'Matched condition' and 'Mismatched condition', especially when compared to the result in 'Mismatched 

condition'. This means that the bottleneck feature can be successfully used under various noise environments 

by adding noise information to the input of LSTM.

Table 2. Estimation performance of the proposed method

Bottleneck feature with noise information

RMSE 0.012

NCC 0.996

4. CONCLUSION

This paper concerned the non-intrusive speech intelligibility estimation method using a bottleneck feature 

as an input to a neural network. First, we showed that the bottleneck feature-based method has the problem of 

severe performance degradation when the noisy environment is changed. In order to overcome this, a new non-

intrusive speech intelligibility estimation method was proposed, which adds the noise environment information 

to the input of LSTM. As a result of the experiment, the proposed method showed improved performance in

both 'Matched condition' and 'Mismatched condition'. In particular, the improvement was significant compared 

to the 'Mismatched condition'. Therefore, we can conclude that the method proposed in this paper can be 

successfully used for estimating non-intrusive speech intelligibility.
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