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a b s t r a c t

A physical protection system (PPS) is used for the protection of critical facilities. This paper proposes a
structure analytic hierarchy approach (SAHA) for the hierarchical evaluation of the PPS effectiveness in
critical infrastructure. SAHA is based on the traditional analysis methods “estimate of adversary sequence
interruption, EASI”. A community algorithm is used in the building of the SAHAmodel. SAHA is applied to
cluster the associated protection elements for the topological design of complicated PPS with graphical
vertexes equivalent to protection elements.
© 2020 Korean Nuclear Society, Published by Elsevier Korea LLC. This is an open access article under the

CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

The physical protection system (PPS) of critical infrastructure is
a security defense system utilizes the equipment, procedures, and
people for the protection of facilities and assets against theft,
sabotage and terrorist attacks. The PPS establishes a state of secu-
rity with a purposeful arrangement of set of protective measures
[1]. Three depth measures, “Defence in Depth”, “Protection in
Depth” and “Security in Depth [3]”, are used in the design of PPS to
protect the critical facilities, systems, or devices in complex in-
frastructures [2].

Various kinds of security risk tools are developed for the anal-
ysis of an area of PPS. Some of the tools are used in low-
consequence facilities that rarely address the three components
of risk, threat, vulnerability, and consequence, in the analysis pro-
cess. For a higher-consequence facility in critical infrastructure,
Sandia National Laboratories (SNL) developed an automated secu-
rity risk assessment methodology tool for the assessment and
management of security risk from malevolent threats [4].

The evaluation tools for the protection of higher-consequence
by Elsevier Korea LLC. This is an
facilities use qualitative-quantitative methods. Francesca et al.
studied the performance assessment of anti-terrorism physical
protection systems in chemical plants resorted to experts’ consul-
tation [5]. Zdenek et al. summarized the current common evalua-
tion theory, algorithms, models and software tools [6]. The EASI
model (Estimate of Adversary Sequence Interruption) was a sto-
chastic method using the mean values and standard deviations and
was developed in the SNL [7e9]. EASI method is used to assess one
adversary path of the attack selected beforehand and cannot find
vulnerable paths.

The traditional graphic representation method uses adversary
sequence diagram (ASD) to identify the adversary paths which
adversaries can follow to accomplish intrusion. The physical pro-
tection areas are divided into 7 levels, including Off-site, Limited
Area, Protected Area, Controlled Building, Controlled Room, Target
Enclosure, Target, etc. All potential adversary paths through a fa-
cility establish the effectiveness of the PPS which can be modeled
by the ASDs. A SAVI (Systematic Analysis of Vulnerability to Intru-
sion) method is on the basis of the ASD has been widely used, such
as the current handbook for analyzing nuclear power plant security
in the USA [10,11]. SAVI calculates the likelihood of attack inter-
ruption and finds the set of the most vulnerable adversary paths on
a facility model from the protection elements [6]. Other methods
like ASSESS (Analytic System and Software for Evaluating
open access article under the CC BY-NC-ND license (http://creativecommons.org/

http://creativecommons.org/licenses/by-nc-nd/4.0/
mailto:zoubowen@scut.edu.cn
http://crossmark.crossref.org/dialog/?doi=10.1016/j.net.2020.01.033&domain=pdf
www.sciencedirect.com/science/journal/17385733
www.elsevier.com/locate/net
https://doi.org/10.1016/j.net.2020.01.033
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/
https://doi.org/10.1016/j.net.2020.01.033
https://doi.org/10.1016/j.net.2020.01.033


B. Zou et al. / Nuclear Engineering and Technology 52 (2020) 1661e16681662
Safeguards and Security) [12], SAPE (Systematic Analysis of Physical
Protection Effectiveness) [13], VEGA, MAPPS [25], BN [26], etc.

The aforementionedmethods (EASI, SAVI, ASSESS, etc.) based on
ASD rarely consider the association of protection elements and is
difficult to evaluate a complicated PPS effectiveness hierarchically.
In the design and analysis of complicated PPS, abundant protection
elements influence the analysis and evaluation efficiency, so that
the design, optimal installation, maintenance process of protection
elements will be affected.

In general, the protection elements of PPS are inter-associated
rather than separated. The associated data between the protec-
tion elements need to be analyzed and evaluated with a systematic
method. In this paper, an undirected graph is used for the graphical
representation of networks and formed by the PPS protection ele-
ments. The protection elements denote nodes or vertexes of the
graph, the intrusion paths denote the set of edges. The adversaries
determine the intrusion path based on the difficulty of accom-
plishing the tasks along the path. Thus, the adversary path between
the two protection elements has weight value to assess their
association.

In this paper, a novel structure analytic hierarchy approach
(SAHA) based on the community structure algorithm is proposed
for the modeling of PPS protection elements. SAHA is an agglom-
erative analysis method for the evaluation of the PPS effectiveness
and addresses the vulnerable group of protection elements. The
agglomerative method and division method are the common types
of community algorithms. Popular community analysis algorithms
include fast unfolding of community algorithm [14], Label Propa-
gation Algorithm [15] (LPA), Normalized Cut algorithm [16],
Kernighan-Lin algorithm [17], etc. However, the research on the
community analysis method is explained briefly, only one of
community algorithms Newman is discussed in this paper.

How to accurate divide protection elements into corresponding
protection areas for modeling and analysis is a practical engineer-
ing problem. One of the SAHA functions is clustered with the
associated elements at a different level. The cluster-level corre-
sponding tomaximummodularity that is a better module structure
in the process of cluster analysis. Another theoretical basis of SAHA
is EASI method for the evaluation of the PPS effectiveness. SAHA is a
data miner so that the vulnerable adversary path can be mined. In
this paper, section 2 introduces the SAHA of PPS, and section 3
elaborates on the effectiveness evaluation method. In the end, a
minimum case system is illustrated for the feasibility evaluation.
2. Structure analytic hierarchy approach of physical
protection system

The analysis process diagram of the structure analytic hierarchy
approach is shown in Fig. 1, the input sources of the protection
elements in each level are installation sites, protection regions, and
evaluation parameters. The basic element level contains all pro-
tection elements information, the upper levels are the clustered
unit block.

The association between the protection elements are estimated
based on the input information. Then, clustering analysis of the
protection elements, includes relevancy between the protection
elements, matching protection elements estimation of modularity
and production of “New” protection elements.

In the upper level, the output information is used as the input
information of the upper level to perform the analysis process and
estimate the effectiveness of the PPS. The cluster analysis can be
performed multiple times at the upper level until the analysis re-
quirements are met and the correlation of protection elements are
obtained.
2.1. Analysis of physical protection elements

The physical protection system is divided into two basic sys-
tems, mechanical barrier system and technical protection system
[18]. The protection elements of the mechanical barrier system are
walls, roofs, floors, doors, windows objects, etc. The technical
protection system includes the intruder alarm system, security
camera system, access control system, etc.

In this paper, the protection elements are some mechanical
barrier elements and intrusion-detection sensors. The mechanical
barrier system is used to delay the process of adversary intrusion.
The intrusion detection sensors are used for the detection of ad-
versary intrusion actions, and a camera system is used for the
verification of the alarm information. The vulnerabilities of sensors
are the physical components, the detection signal processing pro-
cess, the installation, the false alarm rate (FAR), the nuisance alarm
rate (NAR). The adversaries general utilize the electronic interfer-
ence devices to affect the normal detection function of the sensors
or bypass the sensor detection areas to avoid triggering the alarm.

The basic protection elements of PPS which are used in the
effectiveness evaluation are shown in Fig. 2. A 2Dmap of the critical
facility site is analyzed and the adversary sequence diagram (ASD)
[19] is established based on the element properties.

ASD is an auxiliary graphical modeling method used for evalu-
ating the effectiveness of the PPS at a facility. ASD has two basic
functions, graphically represent the PPS elements and intrusion
direction along adversary paths. The steps for establishing the ASD
at a specific site are as follows.

1. Identify the characteristics of all physical areas for the separa-
tion of a facility into adjacent physical areas, Table 1 enumerates
the critical physical areas and the definitions.

2. Define the protection layers and path elements between the
adjacent physical areas. A protection layer is formed from more
than one protection element. A protection element in the pro-
tection layer has its marks of entry and exit. The adversary
should through all the protection elements along the intrusion
path to reach a target;

3. Assign the correlation parameters of system effectiveness
analysis for each path element and physical area, such as the
probability of detection, delay time, location, etc.

The adversary path general intrudes from the outside to the
target area along with the delay elements, and the intrusion
detection elements are deployed on all possible intrusion paths for
the detection of adversary actions. According to the adversary path,
the deployment of the mechanical barrier elements and the
intrusion detection elements are abstracted into network hierarchy.
The community detection algorithm is used for the cluster analysis
of the associated elements. The final layer is abstracted to a com-
plete community, i.e. the protection elements covering an entire
critical infrastructure facility.

2.2. Community structure model

This paper uses the method of community detection method for
the hierarchy partition of PPS protection elements. Vulnerability
evaluation of the PPS from the basic protection elements layer to
the top layer. The structure analytic hierarchy approaches graphi-
cally represents the data, where the nodes are protective elements
and the edges mean the degree of association between the pro-
tection elements. The clusters are defined as connected elements,
i.e. the element groups that communicate with each other but do
not communicate with the elements outside the group.

Newman et al. [22,23] proposed a community detection



Fig. 1. The analysis process diagram of SAHA. The analysis process includes four steps, assessment of association, matching of protection elements, estimation of modularity, and
creation of new elements. The final output is the hierarchical PPS.

Fig. 2. Sketch of the minimum physical protection system.
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algorithm based on the idea of a greedy algorithm for the mea-
surement of the partition quality of community structural. The
initial modularity formula is as follows:

Q ¼ 1
2m

X
i;j

h
Ai;j �pi;j

i
d
�
ci; cj

�
(1)

where, Q is the modularity, the greater the modularity, the better
the community partition. In the graph G ¼ ðV ; EÞ, the adjacent
matrix Ai;j is the weight of connection from vertex i to j; 2m ¼P

i;j
Ai;j

represents all the degree of edges in the graph (weights of all edges
in the network); the probability that an edge is connected to vertex
i is pi ¼ ki=2m; the probability that an edge is connected to vertex j

is pj ¼ kj
�
2m; the expected value of edge is pi;j ¼ 2mpipj ¼ kikj

�
2m;

ki ¼
P
j
Ai;j means the degree of the edges connected to the vertex i



Table 1
The definitions or characteristics of critical physical areas in the critical infrastructure.

Terms Definitions/Characteristics

Off-site An area outside a facility's land boundaries, not just exterior to the buildings.
Limited Area [20] The designated area containing targets to which access is limited and controlled for physical protection purposes.
Protected Area A specifically defined area inside a limited area containing targets, enclosed by at least one physical barrier, to which access is controlled.
Controlled Building The controlled building is the vital areas and is located within protected areas and have additional barriers and alarms to protect vital equipment. (see

10 CFR 73.2, “Definitions”)
Controlled Room

[21]
A room serving as a central space where a large physical facility can be monitored and controlled.

Target Enclosure Similar to material access areas, no one is allowed to be alone in a material access area (two-person rule). (see 10 CFR 73.2, “Definitions”)
Target An objective of an attack like critical facilities
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(the sum of theweights); ci is the community i; cj is the community
j; dðci; cjÞ is used to determinewhether vertex i and j are partitioned
into a unified zone, if so, dðci;cjÞ ¼ 1, if not, dðci;cjÞ ¼ 0.

C ¼
2
4 c1

«
cn

3
5 is the index vector.

This paper uses the Newman community detection algorithm
for the vulnerability analysis of the protection elements of PPS, the
analysis steps are as follows:

1) Each protection element is assigned to a “unique” community
then matched in order for each community. As shown in Fig. 3,
the element i in the community i and has three adjacent com-
munities j, k, l, and calculate the change modularity DQ of
community i and community j, k, l.

2) Place the adjacent communities in the same cluster. If the
change modularity is negative, the merge process is aborted.
Aggregates all vertexes in the same cluster as a single vertex.
Iterate the above step and reassess the changing community
until any two matched communities cannot improve the overall
modularity value.

3) The successful matched community is defined as “new” vertex
in step 1. Reconstruct the sub-graph, and reassess each com-
munity. The final result is that all the vertexes are aggregated to
a “big” community.

The Newman detection algorithm shows that the largest degree
of modularity, the best structure is. Everitt [24] proposed a tree
diagram named dendrogram for the illustration of the clusters
produced by the hierarchical clustering. And a dendrogram will be
established which obtained any level of sub-layer community
structure and recorded the division results.
Fig. 4. The assessment of association value in both cases. Assume that the distance
between protection element a and b is d1, the distance between a and c is d2. The task
passed through the obstacle requires t minutes. The total time moved from element a
to b is d1=v

þ t.
2.3. PPS hierarchical structure model

This paper uses a network structure for the illustration of the
Fig. 3. Visualization of the illustration o
topological design of a complicated PPS with graphical vertexes
equivalent to protection elements. The hierarchical structure model
(HSM) is based on the community partition/detection algorithm
proposed by Newman for the agglomerative modeling of PPS from
the basic layer to the top layer.

The association rules between any two protection elements are
relied on whether the protection elements prevent or deter the
intrusion actions in one area are unified or not. A case shown in Fig. 2
is taken for the vulnerability evaluation of PPS protection elements.
The associationweight indicates that the protection elements have a
certain similarity functions to the same protection area.

The preparatory work for the hierarchical structure modeling of
the PPS is the association judgment of protection elements,
including the mechanical barrier elements and intrusion detection
elements, and the estimation of the associated weight value. The
pairwise association values of the protection elements are deter-
mined by the association rules which in terms of the distance of
each protection area and the protection functions.

2.3.1. Association rules
This paper proposes the following association rules to estimate

the associated weight values between protection elements.
Considering the delay of time is the most sensitive factor in PPS and
the sphere of action of the protection elements, only the task time
between two protective elements is estimated as the weight value.
The minimum time between the two protection elements is
calculated to represent the maximum associated weight.

There are two hypothetical situations shown in Fig. 4, the time
estimation methods are as follows: 1) Assume that there are no ob-
stacles between the two elements, time ¼ distance=velocity; 2)
f the community structure model.
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Assume that there are some obstacles,
time ¼ time through the obstaclesþ distance=velocity.

In this paper, the associated weight is only related to the task
time. The Poisson distribution is used to estimate the associated
weight value.

Ai;j ¼1�
 
1� lk

k!
e�l

!
¼ lk

k!
e�l (2)

where, k is the number of adversary intrusion, k ¼ 0 when there is
no intrusion; l is the average incidence of random intrusions per
unit time.

l¼ Ti;j þ Tobstacles
RFT

(3)

where Ti;j is the task time between the element i and j without
obstacles; Tobstacles is the task time for the obstacles;

Ai;j ¼ e�
Ti;jþTobstacles

RFT (4)

The INPUT parameters of association rules include, 1) the char-
acteristic of protection devices; 2) the physical area controlled by
the protection device.

The OUTPUT: association value of any two protecting devices.
The associated weight matrix between element a and b is as

follows:

a b

Aa;b ¼
�
0 fb�a
fa�b 0

�
a
b

(5)
3. Effectiveness evaluation of the PPS using SAHA method

The structure analytic hierarchy approach replaces the ASD for
the structural division of PPS protection elements. The sub-
elements are clustered upwards to update a parent-element to
get the final results. Thus, the uppermost element is the whole
basic protection elements based on the strictness and integrity of
the critical infrastructure PPS.
Fig. 5. Process of the detection of the sensor in PPS.
3.1. Analysis of general method

The EASI method [7] is used to evaluate the effectiveness of the
sub-element system. The criterion for successful interrupting the
adversary intrusion is that the delay time of protection element
should be longer than the response force time.

X¼ TR� RFT >0 (6)

where TR is the remaining time of the adversary's successful
intrusion; RFT is the time for response force to reach the target; The
critical detection point (CDP) defines the remaining time TR ex-
ceeds RFT for the first time. The CDP is used to initially determine
whether the adversary can be interrupted or neutralized. Prior to
the CDP, the adversary was found to give sufficient alarm evaluation
and RFT to interrupt the adversary.

Assuming that TR and RFT are independent and normally
distributed, the variable X is also independent and normally
distributed. The mean and variance of variable X are:

mX ¼ EðTR�RFTÞ ¼ EðTRÞ � EðRFTÞ (7)
s2X ¼VarðTR�RFTÞ ¼ VarðTRÞ þ VarðRFTÞ (8)

The task time the adversary passed through the protection el-
ements is related to factors such as the skills and intrusion tools,
thus, the average task time from area p to area n is:

EðTRÞ¼ E
�
TADp

�þ Xn
i¼pþ1

EðTiÞ (9)

where, EðTADpÞ is the average dwell time at the area p after the
adversary is detected (ie, the defensemeasure effectively blocks the
adversary intrusion at the area p); EðTiÞ is the task time at area i.

Assume that the adversary is independent through the defense
elements, the remaining time variance from area p to area n:

VarðTRÞ¼Var
�
TADp

�þ Xn
i¼pþ1

VarðTiÞ (10)

Hence, under the premise of the effective detection of the ad-
versary intrusion (defined as event A), the probability that response
forces reach the target area to interrupt in advance is:

PðRjAÞ¼ PðX > 0Þ ¼
ð∞
0

1ffiffiffiffiffiffiffiffiffiffiffi
2ps2X

q e
�ðX�mXÞ

2s2
X dX (11)

In the case of conservative evaluation of PðRjAÞ, SNL report in-
dicates that PðRjAÞ ¼ 0 if the detection after the CDP, i.e. the
response force cannot reach the target area to interrupt or
neutralize the adversary intrusion; on the contrary, the detection
triggered before the adversary reached CDP, PðRjAÞ ¼ 1. Thus, the
detection probability of CDP is higher than that of other areas.

The probability of effective detection (event A) is:

PðAÞ¼ PðDÞPðCÞ (12)

where P(D) is the probability that the PPS detects the adversary
intrusion. The detection probability consists of four parameters,
PðDÞ ¼ f ½PðDSÞ; PðDT Þ; PðDAÞ�. PðDSÞ is the probability that the PPS
detects an adversary's abnormal or unauthorized intrusion event;
PðDT Þ is the probability that the alarm information into evaluation
information; PðDAÞ is the probability of the alarm is accurately
evaluated. The detection probability is

PðDÞ¼ PðDSÞ � PðDT Þ � PðDAÞ (13)

Fig. 5 shows the detection process of PPS, the steps are as
follows:

Step 1: PPS detects the adversary intrusion, the probability is
PðDSÞ;
Step 2: Generate an alarm signal;



Fig. 6. Graphical representation and attribute definition of the protection element.

Fig. 7. The layout of the main sensor in the minimum system Community structure of
the minimum case system.
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Step 3: The alarm signal is converted into an evaluation signal,
the probability is PðDT Þ;
Step 4: Alert assessment, the probability is PðDAÞ;
Step 5: Alarm evaluation ends until alarm communication.

P(C) is the probability of responding to an adversary intrusion.
When only one effective protection layer is set in the PPS

(referring to the defense measures of the detection device and the
defense measures not detected are deemed to be invalid defenses),
the probability of interrupting the adversary intrusion is:

PðIÞ¼ PðRjAÞPðAÞ (14)

Thus, when multiple effective protection layers are set in the
PPS, P(I) is calculated as follows:

PðIÞ¼ PðA1ÞPðRjA1Þþ
Xn
i¼2

PðRjAiÞPðAiÞ
Yn�1

j¼1

�
1� P

�
Dj
�	

(15)

where, the PðDjÞ is the detection probability at the jth task, and the
probability of undetected is 1� PðDjÞ.

3.2. Clustering process of effectiveness evaluation

In this paper, the structure analytic hierarchy approach is pro-
posed for the vulnerability evaluation of the PPS. Only two ele-
ments are considered for clustering and divided into series and
parallel clusters. The serial-parallel connection mode of protection
element is determined by the intrusion process. If the protection
elements are required to pass through in sequence, it is equivalent
to the serial connection. If not, it is equivalent to the parallel
connection.

The equivalent processes of two parameters, task time and
detection probability, are as follows:
(1) Task time

Serial state: the mean task time of an adversary through two
protection elements in sequence is calculated as:

EðTaþbÞ¼ EðTaÞ þ EðTbÞ (16)

The task time variance of an adversary through two protection
elements is:

VarðTaþbÞ¼VarðTaÞ þ VarðTbÞ (17)

Parallel state: the mean task time of an adversary through two
protection elements is equivalent to the element with the mini-
mum task time:

EðTaþbÞ¼MinðEðTaÞ; EðTbÞÞ (18)

The parallel variance is equal to the variance of the element with
the minimum task time.

(2) Detection probability

Serial state: the mean detection probability of an adversary
through two protection elements is calculated as:

P
�
Da;b

�¼1� ð1� PðDaÞÞ � ð1� PðDbÞÞ (19)

Parallel state: under conservative conditions, the equivalent
detection is the minimum detection probability of the two pro-
tection elements:

P
�
Da;b

�¼MinðPðDaÞ; PðDbÞÞ (20)

The probability of detection is calculated when each two pro-
tection elements are clustered according to formulas (19, 20).
4. Feasibility evaluation of the effectiveness of the minimum
case system

In this paper, the protection elements and critical targets are
properly initialized. Fig. 2 is used as a minimal case analysis system
for the modeling and feasibility analysis of the hierarchical struc-
ture of PPS. Each protection element is represented as circle, the
main xdata is stored connection circle and line, such as the detec-
tion probability, the delay time, and the location, etc. All of those
are used for the basic elements definition as shown in Fig. 6. The
thickness of the graphic lines indicates the degree of association
between the two protection elements. Connection lines from thick
to fine indicate the associated weight from strong to weak.

The hierarchical structure modeling and analysis platform is
developed for the automatic identification of the installation area
and relative installation position. The attributes are set synchro-
nized with the process of modeling. Thus, a network structure di-
agram of PPS has the main original attributes after generation.

SAHAmethod is used to initialize the attributes of the protection
elements and clustering analyze the protection elements that act
on the same area shown in Fig. 7, element AIS means a group of
active infrared sensors and element MS means a group of micro-
wave sensors. Whenever a layer is clustered, the xdata of “new”

protection element are updated. Identify the association of adjacent
elements for the next cluster analysis.

Table 2 shows the basic attribute values of the protection
element, including the probability of detection, delay of the
meantime. The probability of communication and response force
time are assessed from engineering experience.

In addition, the SAHA method is applied to two-dimensional



Table 3
Hypothetical travel time between two protection elements.

Path Segment Mean Time (s) Path Segment Mean Time (s) Path Segment Mean Time (s) Path Segment Mean Time (s)

AIS 6.1-MS 6.2 15 AIS 6.1-AIS 6.8 10 AIS 6.1-AIS 7.1 10 MS 6.2-AIS 6.3 15
MS 6.2-AIS 7.1 10 MS 6.2-MS 7.2 15 AIS 6.3-AIS 6.4 15 AIS 6.3-MS 7.2 10
AIS 6.4-MS 7.2 15 AIS 6.4-PIS 7.3 10 AIS 6.4-MS 6.5 10 MS 6.5-PIS 7.3 10
MS 6.5-MS 6.6 15 MS 6.6-PIS 7.3 15 MS 6.6-AIS 7.4 10 MS 6.6-MS 6.7 15
MS 6.7-AIS 6.8 15 MS 6.7-AIS 7.4 10 AIS 6.8-AIS 7.1 10 AIS 6.8-AIS 7.4 15
AIS 7.1-MS 7.2 20 AIS 7.1-MS 8.2 10 AIS 7.1-AIS 7.4 15 MS 7.2-AIS 8.1 10
MS 7.2-PIS 7.3 15 PIS 7.3-AIS 8.1 15 PIS 7.3-AIS 7.4 20 AIS 7.4-MS 8.2 15
AIS 8.1-MS 8.2 15 / / / / / /

Table 2
Essential input values of protection elements.

Probability of Communication P(C) Response Force Time (RFT, s)

Mean Time (s) Standard Deviation (s)

0.95 300 90

Elements P(D) Mean Time (s) Standard Deviation (s) Elements P(D) Mean Time (s) Standard Deviation (s)

AIS 6.1 0.6 60 6 PIS 7.3 0.5 50 5
MS 6.2 0.7 70 7 AIS 7.4 0.6 60 6
AIS 6.3 0.6 60 6 DOR 7.1 0 120 12
AIS 6.4 0.6 60 6 DOR 7.2 0 120 12
MS 6.5 0.7 70 7 SUR 7.1 0 180 18
MS 6.6 0.7 70 7 AIS 8.1 0.6 60 6
MS 6.7 0.7 70 7 MS 8.2 0.7 70 7
AIS 6.8 0.6 60 6 DOR 8.1 0 120 12
AIS 7.1 0.6 60 6 SUR 8.1 0 180 18
MS 7.2 0.7 70 7

Fig. 8. The weight matrix Ai,j and the dendrogram of the minimum system.
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and three-dimensional model of critical facility. Thus, the mean
travel time from one area to another with accurate graphics pro-
gramming and simulation can be calculated. The hypothetical
travel time between two protection elements shown in Table 3.

Fig. 8 display the datasheet of the weight matrix Ai;j and the
dendrogram. The dotted line is the pruning line, the value next to
the dotted line indicates the number of clusters starting from the
current position of the line.

As shown in Fig. 9.a, associated protection elements marked
with the dotted line for the partition of the minimum case system.
Fig. 9.b is the abstract diagram of Fig. 9.a.
The associated weight matrix is used to determine the associ-
ation of the protection elements. From the dendrogram, the pro-
tection element AIS 8.1 andMS 8.2 have themaximumdegree of the
association at the first cluster level. The MS 6.6, MS 6.7, AIS 6.1, AIS
6.8, AIS 7.1 and AIS 7.4 are aggregated into a group, the MS 6.2, AIS
6.3,MS 7.2, AIS 6.4,MS 6.5, PIS 7.3, AIS 8.1 andMS 8.2 are aggregated
into another group. All the protection elements merged into an
entirety, that is, PPS. Elements AIS 8.1 and MS 8.2 have the highest
association among all the two elements.

The evaluation of a cluster group is equivalent from outside
protection elements to the inside according to the intrusion



Fig. 9. The graphical aggregation process of the minimum case system. The same color represents the association of protection elements will be clustered as a “new” element. As a
replacement for ASD, the abstract diagram shows the internal structure of PPS protection elements. (For interpretation of the references to color in this figure legend, the reader is
referred to the Web version of this article.)
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direction and the equivalent processes. The vulnerable intrusion
path is (AIS 6.4, MS 6.5), PIS 7.3, (MS 8.1, MS 8.2), the thick lines in
Fig. 9.b, the probability of interruption P(I) ¼ 0.697594.

The effectiveness of PPS is evaluated according to the probability
of interruption. The way to improve the effectiveness is to increase
the interruption probability, that is, to upgrade the performance of
the protection elements to detect and delay the adversary. At a
certain level, a new sensitive area is redefined which involvedmore
than one physical area.

5. Conclusion

In this paper, a novel method used structure analytic hierarchy
approach is proposed for the vulnerability evaluation of the
complicated PPS effectiveness. SAHA is used to cluster the adjacent
protection elements based on the association rules. The association
rules combined with the PPS is proposed to estimate the associated
weight values between protection elements. The dendrogram dis-
plays different levels of aggregation. For the evaluation of the PPS
effectiveness, an equivalent method is presented for the calculation
of the main parameters of series and parallel clusters. A minimum
case system is illustrated for the feasibility analysis of the SAHA
method. The results displayed in graphical makes the association
protection elements and the vulnerable protection areas clear.
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