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Abstract 
 

An IKPCA-ELM-based intrusion detection method is developed to address the problem of the 
low accuracy and slow speed of intrusion detection caused by redundancies and high 
dimensions of data in the network. First, in order to reduce the effects of uneven sample 
distribution and sample attribute differences on the extraction of KPCA features, the sample 
attribute mean and mean square error are introduced into the Gaussian radial basis function 
and polynomial kernel function respectively, and the two improved kernel functions are 
combined to construct a hybrid kernel function. Second, an improved particle swarm 
optimization (IPSO) algorithm is proposed to determine the optimal hybrid kernel function for 
improved kernel principal component analysis (IKPCA). Finally, IKPCA is conducted to 
complete feature extraction, and an extreme learning machine (ELM) is applied to classify 
common attack type detection. The experimental results demonstrate the effectiveness of the 
constructed hybrid kernel function. Compared with other intrusion detection methods, 
IKPCA-ELM not only ensures high accuracy rates, but also reduces the detection time and 
false alarm rate, especially reducing the false alarm rate of small sample attacks. 
 
 
Keywords: Mixed kernel function, particle swarm optimization, kernel principal component 

analysis, extreme learning machine, intrusion detection 
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1. Introduction 

With the rapid development of the Internet, network intrusion is increasingly frequent. As a 
widely applied precaution, intrusion detection has become an important research topic [1]. In 
order to efficiently identify various types of attacks on networks, researchers have applied 
machine learning to intrusion detection. Common machine learning methods include Naïve 
Bayesian (NB) [2], back propagation (BP) [3], support vector machines (SVM) [4] and 
extreme learning machines (ELM) [5]. However, the intrusion detection of network data 
featuring high dimensions and more redundancies using a single machine learning method will 
result in reduced detection speed and accuracy. Therefore, how to combine methods of 
reducing network data dimensions and decreasing redundancy features with machine learning 
has become a hotspot of present research. 

An intrusion detection method combining principal component analysis (PCA) with NB is 
proposed in Reference [6]. However, the accuracy rate of this intrusion detection method is not 
high because the conditional independence assumption of NB does not match the complexity 
relationship of data in the network. 

In Reference [7], KPCA and improved BP neutral network are combined to detect network  
intrusion.  However, the detection results of U2R and R2L attacks are not ideal since the neural 
network requires a large data sample set, and the available training dataset for U2R and R2L 
attacks is small. 

An algorithm combining KPCA with a SVM is designed in Reference [8], but SVM 
learning is slow; that is, the intrusion detection time is affected if there is a large amount of 
data in the network. 

In Reference [9], the authors point out that the ELM algorithm showed faster detection 
speed and better generalization performance than the SVM algorithm. In Reference [10], an 
intrusion detection method combining PCA and ELM  is proposed . But it fails to obtain better 
results when PCA is used to reduce the dimensions of non-linear dependent data. 

KPCA and ELM algorithms are proposed for intrusion detection in Reference [11]. 
However, due to the limitations of the Gaussian radial basis kernel function, the effect of 
KPCA feature extraction is often not ideal when there are huge differences in sample attributes 
or uneven sample distribution, so the detection performance of ELM is affected. 

According to the above analysis, an IKPCA-ELM-based intrusion detection method is 
proposed in this paper. First, the mean and mean square error of sample attributes are 
introduced to improve the Gaussian radial basis kernel function and polynomial kernel 
function respectively, and the two improved kernel functions are combined to construct a 
hybrid kernel function in order to cover the shortages of KPCA feature extraction using a 
single kernel function in the event of uneven sample distribution and large differences in 
sample attributes. Next, an improved particle swarm optimization (IPSO) algorithm is 
proposed to determine the optimal hybrid kernel function, which is conducive to the improved 
KPCA combined with an ELM to enhance intrusion detection performance. 

 
 
 



3078                                                                Wang et al. : IKPCA-ELM-based Intrusion Detection Method 
 

2.   IKPCA-based Feature Extraction 

2.1 Construction of Hybrid Kernel Functions 
The KPCA algorithm is a non-linear extension based on PCA which makes up for the 
deficiency of PCA in reducing the dimensions of non-linear data. In KPCA, a kernel function 
is introduced to extract the features of non-linear data and reduce the data dimensions [12].The 
feature extraction concept of KPCA is to use mapping function Φ  to map a  to a certain 
feature space F , then utilize PCA to analyze the principal component in feature space F  if 
training sample a  is 1 2, , , sa a a . 

Assuming that mapping function Φ  meets 
1

( ) 0
m

i
i

a
=
Φ =∑ , that is, the mapping function has 

been demeaned, covariance matrix FC  and its corresponding feature equation are solved in 
feature space F : 

1

1 ( ) ( )
sF T

i i
i

F

C a a
s

v C vλ
=

 = FF ∑

 =

                                                   (1) 

Where 0λ ≥  is the feature value corresponding to the covariance matrix, and v  is the feature 
vector corresponding to feature value λ . The covariance matrix and its corresponding feature 
value and feature vector are difficult to obtain due to the challenging direct calculation of 

( ) ( )T
i ia aΦ Φ .   Therefore, kernel function k  is introduced to define s s× -dimensional matrix 

K : 

                  [ ]s sK k ×=                                                              (2) 
Where ( , ) ( ), ( )k k x y x y= =< Φ Φ > ( ) ( )Tx y= Φ Φ . The calculation of the covariance matrix, 

feature value and feature vector according to mapping function Φ  in equation (1) is thereby 
converted into the calculation of kernel matrix K  according to the kernel function, and the 
feature value and feature vector are identified by the kernel matrix accordingly. Therefore, the 
KPCA feature extraction method is greatly dependent on the kernel function. Common kernel 
functions are given in Table 1: 

 

Table 1. Description of Common Kernel Functions. 
Kernel function name Kernel function expression 
Linear kernel function ( , ) ,k x y x y=< >  
d-order polynomial kernel function ( , ) [ , ]dk x y a x y b= < > +  

Gaussian radial basis kernel function (RBF) 
2

2
|| ||( , ) exp( )x yk x y

σ
−

= −
 

Multilayer perceptron kernel function ( , ) tanh[ , ]k x y v x y c= < > +  
 

The selection of different kernel functions brings different effects to the KPCA feature 
extraction results [13]. The Gaussian radial basis kernel function is commonly used as a kernel 
function in KPCA feature extraction by virtue of its strong generalization and prediction 
capabilities. The Gaussian radial basis kernel function is a local kernel function. The kernel 
function value is only affected when the distance between samples is close, and the kernel 
function value gradually approaches 0 when the distance between samples is far. Therefore, 
KPCA using the Gaussian radial basis kernel function is not ideal for feature extraction if the 
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samples are unevenly distributed. The d-order polynomial kernel function is a global kernel 
function. The kernel function value will be affected even though the distance between samples 
is far. Therefore, according to Mercer’s theorem of kernel functions, the Gaussian radial basis 
kernel function can be combined with the global d-order polynomial kernel function to 
construct a hybrid kernel function that can address the effects of uneven sample distribution on 
KPCA feature extraction. The equation is given as follows: 

(1 )hyb RBF polyk k kε ε= + −                                                     (3) 
Where ployk  represents the d-order polynomial function, RBFk  represents the Gaussian 

radial basis kernel function and (0,1)ε ∈  represents the kernel function weight ratio. 
The sample record may contain dozens of attributes, and there may be significant 

differences in the same attribute in different samples. The dimension reduction effect of 
KPCA will be affected when the same attribute in different samples is significantly different. 
The hybrid kernel function constructed in equation (3) cannot solve this problem perfectly. 
Therefore, in order to diminish the effects of differences in sample attributes on feature 
extraction, attribute mean and mean square error are introduced to the Gaussian kernel 
function and polynomial kernel function to homogenize the attributes. The equations of the 
improved Gaussian kernel function and polynomial kernel function are given as follows: 

2

2
|| ( ) / ( ) / ||( , ) exp( )I RBF

x u p y u pk x y
σ−

− − −
= −                                    (4) 

( ) ( )( , ) [ / , / ]d
I ployk x y a x u p y u p b− = < − − > +                                   (5) 

Where 1 2( , , , )mu u u u=   is the attribute mean, 1 2( , , , )mp p p p=   is the attribute mean square 
error and m  is the sample vector dimension. The values of ju  and jp  are calculated as 
follows: 

1
1 s

ij iju L
s == ∑                                                             (6) 
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s
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s == −∑
−

                                                   (7) 

Where j=1, 2, …, m; s is the number of training samples and ijL  is the jth attribute of the ith 
sample. 

From the properties of Mercer’s theorem, the improved function can be proven to be a 
kernel function. If K1 and K2 in Rn×Rn are kernel functions and the constant λ≥ 0, the 
following functions are kernel functions: 

1( , ) ( , )K x y K x yλ=                                                       (8) 

1 2( , ) ( , ) ( , )K x y K x y K x y= ×                                                 (9) 

1( , ) exp( ( , ))K x y K x y=                                                 (10) 
Proposition 1: ( , )I RBFk x y−  is a kernel function. 

Proof:          
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Let 
2

2
|| ( ) / ||( ) exp( )x u pf x

σ
−

= −  and 2
2[( ) / ][( ) / ]( , ) exp( )x u p y u ph x y

σ
− −

= , 

then ( , ) ( ) ( ) ( , )I RBFk x y f x f y h x y− = . 
According to Reference [14], ( ) ( )x yy y  are positive definite kernels if function ψ  in Rn is 

a real function. Therefore, ( ) ( )f x f y  are positive definite kernels. 
Let ( ) ( ) /x x u pΩ = −  and ( ) ( ) /y y u pΩ = − , then similarly ( ) ( )x yΩ Ω  are positive definite 

kernels. 

From equation (8), 2
2 ( ) ( )x y
σ

Ω Ω  is a positive definite kernel, and further, from equation 

(10), ( , )h x y  is a positive definite kernel. 
Since ( ) ( )f x f y  and ( , )h x y  are positive definite kernels, ( , )I RBFk x y−  is a kernel function 

from equation (9).  
Proposition 2: ( , )I ployk x y−  is a kernel function. 
Proof: The dot product of vectors ,x y  is a kernel function if the vectors ,n nx R y R∈ ∈  

according to the properties of Mercer’s theorem. Just like ( ) ( )/ , /n nx u p R y u p R− ∈ − ∈ , 
( , )I ployk x y−  is a kernel function.  

In this paper, in order to reduce the effects of uneven sample distribution and sample 
attribute difference on KPCA feature extraction, and further improve the KPCA feature 
extraction results, the improved Gaussian radial base kernel function I RBFk −  is combined with 
the improved d-order polynomial kernel function I ployk −  to construct a new hybrid kernel 
function, as shown in the equation below: 

(1 )N hyb I RBF I polyk ck c k− − −= + −                                            (11) 
Where (0,1)c∈  represents the kernel function weight ratio. 

2.2 IKPCA Feature Extraction Process 
The hybrid kernel function constructed in 1.1 is used to improve KPCA, and the IKPCA 
feature extraction process is described as follows: 

1) A s m× -order data matrix can be obtained given that there are s  sample instances and 
each sample has m dimensional features: 

11 12 1m

21 22 2

1 2

m

s s sm

a a a
a a a

A

a a a

 
 
 =
 
 
 





  



                                                    (12) 

2) Kernel matrix K  is calculated by equation (2) according to the hybrid kernel function. 
3) Kernel matrix K  is decentralized using equation s s s sK K l K Kl l Kl= − − +  to obtain 

decentralized kernel matrix K , where each value of matrix sl  is 1 s . 
4) Feature values 1 2, , , sλ λ λ  and feature vectors 1 2, , , sv v v  of K  are calculated using 

v Kvλ = . 
5) Feature values 1 2, , , sλ λ λ  are ranked in descending order to obtain feature value 

sequence ' ' '
1 2, , , sλ λ λ , and the feature vectors are adjusted to ' ' '

1 2, , , sv v v  accordingly. 
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6) Feature vectors ' ' '
1 2, , , sv v v  are subject to Schmidt orthogonalization to obtain unitized 

orthogonal feature vectors 1 2, , , sα α α . 
7) Accumulative contribution rates 1 2, , , sη η η  corresponding to feature values 

' ' '
1 2, , , sλ λ λ  are calculated using 

'
1

'
1

k
i i
m
j j

λ
λ

=

=

∑
∑

 and compared with predetermined accumulative 

contribution rate P  that shall be at least 90% in this paper. If m Pη ≥ , then m principal 
components 1 2, , , mα α α  are extracted. 

8) Projection matrix 'A Kα=  of kernel matrix K  on the extracted feature vectors is 
calculated, where 1 1{ , , , }mα α α α=  , and matrix 'A  represents the data upon IKPCA 
feature extraction. 

3. Determination of Hybrid Kernel Function Parameters 

3.1 Improved Particle Swarm Optimization (IPSO) 
Particle Swarm Optimization (PSO) is a heuristic optimization algorithm based on random 
strategies. Known for its powerful global search capability and fast convergence rate, PSO has 
been widely used in parameter optimization [15].  

In the PSO algorithm, if the number of iterations is t  and the relevant information of 
particle i  is described by particle position t

ix  and particle velocity t
iv , then the position of 

particle t  in dimension d  is t
idx , and the particle flight velocity is t

idv . During the iteration 
process, the particle position is updated by particle velocity, and particle velocity is updated by 
the individual and global optimal values, so that the common position and velocity update 
equations are given as follows: 

1 1t t t
id id idx x v+ += +                                                          (13) 

1
1 1

2 2

( )

( )

t t t t
id i id id id

t t
d id

v w v c rand pbest x

c rand gbest x

+ = + −

+ −
                                         (14) 

Where 1c  and 2c  represent the individual and global learning rates of the particle 
respectively, 1rand  and 2rand  are random numbers between 0 and 1, maxt  represents the 
maximum number of iterations, t

idpbest  represents the individual optimal value of particle i  
after t  iterations, and t

dgbest  represents the global optimal value of the particle swarm after t  
iterations. iw  represents the inertia factor that affects particle velocity. 

The value of inertia factor iw  has a critical impact on the convergence rate, so the selection 
of an appropriate inertia factor is of great significance [16]. In Reference [17], inertia factor 

iw  is studied and the PSO algorithm is found to have a faster convergence rate and better 
effect when a concave-convex function is used to decrease and quantify the inertia factor. 
Therefore, the inertia factor expression adopted in this paper is: 

3
max min min

max
( )(1 )i

tw w w w
t

= − − +                                        (15) 

Where minw  and maxw  represent the minimum and maximum values of inertia factor iw  
respectively. 
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At the same time, in order to avoid the premature convergence of the particle swarm in local 
areas and fall into local optimization, the diversity of the particle swarm is introduced in this 
paper and calculated as follows: 

2

1 1

1 ( )
N N

ij j
i j

diversity x x
L N = =

= −∑ ∑
×

                                        (16) 

Where L  is the maximum value of the diagonal of the search space, N  represents the size 
of the particle swarm, ijx  represents the j  component at the position of the i th particle, and 

jx  is the mean of the j th component of the particle. 
The diversity  value of the particle swarm is compared with predetermined threshold h  to 

check that the particle falls into local optimization. Due to the capability of escaping local 
optimization, Gaussian disturbance is used in this paper to update the global optimal value 
when the particle is trapped in local optimization. The equations are given as follows: 

2
max min

max max min
max

( ) (0, )

( )

t t t t
d dgbest gbest x x Gaussian

t
t

d

d d d d

 = + −



= − − ×




                                (17) 

Where max
tx  and min

tx  are the maximum and minimum values of all current particle 
positions, and maxδ  and minδ  are the upper and lower limits of Gaussian distribution 
parameter δ . 

3.2 Determination of Hybrid Kernel Function Parameters Based on IPSO 
The selection of different parameters of the hybrid kernel function will affect feature 
extraction, so the IPSO algorithm proposed in 2.1 is used here to identify the optimal values of 
parameters in order to avoid randomly setting parameters c , a , b , d  and σ  of the hybrid 
kernel function constructed in 1.1. In the solution for the parameters of the hybrid kernel 
function, each particle is composed of ( c , a , b , d  and σ ) to represent a potential solution. 
Parameter optimization is measured by a fitness function. The optimal parameters of the 
hybrid kernel function are determined so as to improve intrusion detection accuracy. Upon 
feature extraction, classification detection is performed using an ELM. Therefore, the error 
between the true value and predicted value of the test sample is taken as the fitness function: 



2

1
( )

s
j j

j
y y

f
s

=
−∑

=                                                       (18) 

Where s  and jy  are the test sample size and true value respectively, and jy  is the 
predicted value of the ELM. During the iteration process, the mean square error is minimized 
to identify the optimal parameters. 

The specific procedures are described as follows: 
1) Parameter initialization: There is a particle swarm with size N , maximum iterations maxt , 

inertia factor min max[ , ]w w , particle learning rate 1 2,c c , particle swarm velocity min max[ , ]v v  
and position min max[ , ]x x , diversity threshold h  and Gaussian distribution parameters 

min max[ , ]δδ  . The particle velocity and position are set randomly within the range of 
min max[ , ]v v  and min max[ , ]x x . 
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2) For all particles, the fitness value is calculated according to equation (18) and used as the 
individual optimal value t

idpbest  of these particles, and the minimum fitness value is used 
as the global optimal value t

dgbest . 
3) The position and velocity of particle i  are updated according to equation (13) and 

equations (14) and (15) individually. 
4) The diversity  value of the particle swarm is calculated using equation (16). Step 5 is 

executed if the value is less than h ; otherwise, step 6 is executed. 
5) The global optimal value t

dgbest  is updated using equation (17), and the fitness value of 
the particle is calculated using equation (18). The current individual and global optimal 
values of the particle are compared respectively with the historical individual and global 
optimal values to select the smaller values. 

6) The number of iterations t  is judged to reach the maximum maxt . If not, steps 3 to 6 are 
repeated; otherwise, the algorithm ends. 

7) The global optimal values of parameters c , a , b , d  and σ  of the hybrid kernel 
function are obtained. 

4. An ELM Classifier for Intrusion Detection 
ELM classifiers have been widely applied in classification, pattern recognition and other fields 
due to their excellent generalization performance and fast detection speed. In this paper, when 
an ELM is used for intrusion detection, IKPCA is conducted first to complete the feature 
extraction of the training dataset and reduce the data dimensions; then the extracted dataset 

' { , 1,2,..., }iA a i Q= =  is used to train the ELM classifier; and finally, the test dataset is applied 
to check the ELM classification performance after training the ELM classifier. The specific 
procedures of using an ELM classifier for intrusion detection are as follows: 

1) Threshold b  of the ELM hidden layer and connection weight θ  between the input layer 
and hidden layer are initialized randomly. 

2) Activation function G  is selected and the hidden layer is assumed to have L  neurons. 
3) If L  is equal to the number of samples in training set 'A , the ELM can approach the 

training samples with zero error for any b  and θ ; and if the number Q  of samples in the 
training set is large, the training error may approach any number meeting 0ε > , and the 
output matrix of the ELM is given as follows: 

H Tβ =                                                             (19) 

Where T  represents the expected output matrix of the ELM, β  is the connection weight 
between the hidden layer and output layer, and H  is the output matrix of the hidden layer of 
the ELM network, expressed as follows: 

1 1 1

1 1 1 1

1 1

( ,..., , ,..., , ,..., )

( ) ( )

( ) ( )

L L Q

L L

Q L Q L

H b b a a

G a b G a b

G a b G a b

θ θ

θ θ

θ θ

 + +
 

=  
 + + 



 



                                        (20) 
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4) Equation H Tβ +=  is solved according to min || ||H T
β

β − , where H +  is the generalized inverse 
of the Moore Penrose−  of output matrix H . The values of β , b  and θ  are determined by 
following steps 1 to 4 to complete the training of the ELM classifier [18]. 

5) The test dataset is used to check the classification performance of the trained ELM. 

5. Intrusion Detection Model 
Intrusion detection is essentially a classification issue that can distinguish between normal and 
abnormal data. Most intrusion data in the network has relatively high dimensions, so IKPCA is 
conducted to extract the principal component and reduce the data dimensions, and an ELM 
classifier is applied for intrusion detection. The proposed model consists of three stages. In the 
first stage, the principal component is obtained based on IKPCA, irrelevant and redundant 
attributes are deleted, and the optimal attribute subset is found. In the second stage, the optimal 
attribute subset is used as the training dataset of the ELM. In the third stage, the ELM is used to 
classify the test dataset, and the performance of the model is evaluated in conjunction with the 
evaluation indicators. The intrusion detection model process is illustrated in Fig. 1: 
 

   Executionof improved PSO algorithm

Feature 
extraction based 

on IKPCA

Data preprocessing: discretization 
and min-max normalization

ELM 
classifie

Prediction analysis 
and performance 

evaluation
ELM 

training

Training dataset and test 
dataset

Training 
dataset Test dataset

Obtain optimal parameters of 
hybrid kernel function

Parameter 
selection

t>tmax

Yes

No  

Fig. 1. IKPCA-ELM-based Intrusion Detection Model 

 

6. Simulation Experiment 

6.1 IPSO Verification 
In order to verify the effectiveness of the IPSO algorithm proposed in this paper compared 
with the PSO algorithm in parameter optimization, a single-peak benchmark function Sphere 
and a multi-peak benchmark function Rastrigin are selected for testing. The function 
information is given in Table 2: 
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Table 2. Test function information. 
Function name Sphere Rastrigin 

Test function expression 2
1

1
( )

n
i

i
F x x

=
= ∑

 
2

2
1

( ) [ 10cos(2 ) 10]
n

i i
i

F x x xπ
=

= − +∑
 

Dimensions 60 60 
Search range [-100, 100] [-5.12, 5.12] 
Minimum value 0 0 

 
For fairness, the basic parameter settings of the PSO and IPSO algorithms are the same, as 

follows: the size of particle swarm N = 60, maximum number of iterations max 200t = , inertia 
factors max 0.9w =  and min 0.4w = , particle learning rate 1 2 2c c= =  and maximum value 1 and 
minimum value -1 of particle swarm velocity and position. The IPSO algorithm has the 
diversity threshold 0.0001h =  and Gaussian distribution parameters max 0.6δ =  and min 0.1δ = . 
The performance of the PSO and IPSO algorithms is compared in Table 3: 

 
Table 3. Performance Information of Algorithms. 

Function 
name 

PSO 
 

IPSO 

Mean Standard 
deviation Mean 

Standard 
 deviation 

Sphere 0.035642 0.075068 2.6278620×10-7 4.3623930×10-7 
Rastrigin 0.985120 0.878032 -0.008934 0.257166 

 
In Table 3, the mean and standard deviation of the IPSO algorithm are less than those of the 

PSO algorithm, indicating that IPSO searches more accurately and steadily in optimization. 
For the two test functions, the relationship between the fitness value and number of 

iterations of PSO and IPSO is illustrated in Fig. 2 and Fig. 3, in which IPSO shows a faster 
convergence rate and better convergence precision than PSO, thus the optimization 
performance of IPSO is better. 
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Fig. 2. Sphere function 
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Fig. 3. Rastrigin function 

6.2 Experimental Data and Environmental Platform 

In order to check the performance of the IKPCA-ELM method proposed in this paper, 10% of 
the training dataset and test dataset in the KDD CUP 1999 dataset is used as the experimental 
data for the simulation experiment. In addition, an experimental environment platform is 
constructed with the operating system of Windows 10, CPU frequency of 2.60 GHz, memory 
of 4G, programming language of Python3.6 and development environment of Eclipse+PyDev. 

6.3 Experimental Evaluation Criteria 
In the performance check of the IKPCA-ELM method proposed in this paper, the detection 
rate (DR), accuracy rate (AR), false alarm rate (FAR) and detection time (TC) are used as 
evaluation indicators and quantified as follows: 

     = 100%
    

Number of detected intrusion samplesDetection rate
Total number of intrusion samples

×                             (21) 

     100%
    

Number of normally classified samplesAccuracy rate
Total number of test samples

= ×                            (22) 

         100%
    

Number of normal samples mistaken as intrusion samplesFalse alarm rate
Total number of normal samples

= ×        (23) 

6.4 Analysis of Experimental Results 
Two groups of experiments are designed in this paper:  

1.The effects on ELM detection performance after different kernel functions are used in 
KPCA to reduce dimensions in order to verify the performance of the hybrid kernel function 
constructed in this paper; 

2. The comparison of the IKPCA-ELM method in this paper with other intrusion detection 
methods in terms of detection performance. 

6.4.1 Performance Comparison of Different Kernel Functions 

To ensure the objectivity of the experiments, a total of 4 datasets are constructed respectively 
with the data extracted randomly from the training set and the test set, as shown in Table 4: 
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Table 4. Selection of Data from Training Set and Test Set 

Category Data 
description DS1 DS2 DS3 DS4 

Training set 

Normal 9500 7300 6500 11005 

Abnormal 3203 4576 1200 2589 

Total 12703 11579 7700 13594 

Test set 

Normal 8909 6784 8765 9760 

Abnormal 1700 4534 1235 1890 

Total 10609 11318 10000 11650 

The parameters of various kernel functions (polynomial kernel function ployk , traditional 
Gaussian radial basis kernel function RBFk , hybrid kernel function of the traditional Gaussian 
radial basis kernel function and polynomial kernel function ployk + RBFk , and the hybrid kernel 
function constructed in this paper I ployk − + I RBFk − ) are addressed respectively by the IPSO 
algorithm through 30 simulation experiments, as shown in Table 5. For different kernel 
functions, KPCA is conducted for feature extraction, and the classification results of the ELM 
on the 4 datasets are then utilized to check the performance of each kernel function, in which 
the number of neutrons in the ELM hidden layer is 200. The results are shown in Table 6. 

 
Table 5. Kernel Function Parameters 

Kernel Function name c  a  b  d  σ  
ployk  --- 3.4527 1 1 --- 
RBFk  --- --- --- --- 8.7326 
ployk + RBFk  0.7764 2.7813 3 1 8.1549 
I ployk − + I RBFk −  0.4764 2.4506 2 1 9.0586 

 
Table 6. Performance Comparison of Kernel Functions 

S/N KPCA(Kernels)-ELM DR(%) AR(%) FAR(%) TC(s) 

DS1 

ployk  91.5 95.6 3.45 1.03 
RBFk  95.13 95.6 3.32 2.05 
ployk + RBFk  96.12 95.9 2.56 1.67 
I ployk − + I RBFk −  98.93 98.13 1.32 0.96 

DS2 

ployk  88.4 90.25 3.35 1.29 
RBFk  95.25 95.7 3.27 2.41 
ployk + RBFk  95.45 95.1 2.89 1.97 
I ployk − + I RBFk −  98.78 98.16 1.27 1.02 

DS3 
ployk  89.3 90.13 3.01 1.41 
RBFk  95.34 95.9 2.97 2.99 
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ployk + RBFk  95.92 96.21 2.46 2.39 
I ployk − + I RBFk −  97.78 99.01 0.97 1.25 

DS4 ployk  92.1 91.42 2.68 0.97 
RBFk  96.97 97.8 2.15 1.93 
ployk + RBFk  97.12 98.19 1.97 1.67 
I ployk − + I RBFk −  97.93 98.89 1.15 0.95 

 
From Table 6, after the hybrid kernel function constructed in this paper is used to reduce the 

dimensions in KPCA, on average, the DR of the ELM increases by 3.26%, AR increases by 
2.07%, FAR decreases by 1.59% and TC decreases by 0.76s. The reasons include: 1) The 
attribute homogenization of the kernel function reduces the effects of attribute differences on 
feature extraction; and 2) The combination of local kernel functions and global kernel 
functions diminishes the effects of uneven sample distribution on feature extraction. As 
reasons 1) and 2) improve the feature extraction results, the detection performance of the ELM 
is enhanced accordingly. 

According to the above analysis, the ELM shows acceptable detection performance when 
the hybrid kernel function constructed in this paper is used to reduce the dimensions in KPCA, 
which further illustrates the effectiveness of the hybrid kernel function constructed in this 
paper. 

Different attack types are not detected separately in the above experiments. In order to 
further analyze the detection performance of the hybrid kernel function constructed in this 
paper for different attack types, 10,000 entries of data are extracted randomly from the training 
dataset and test dataset respectively. The data of each attack type is given in Table 7. Taking 
DR as an example, the experimental results are shown in Table 8. 

 
Table 7. Data Distribution in Training Set and Test Set by Attack Type 

Attack type Training dataset Test dataset 

Normal 4548 3469 
Probe 3000 3300 
Dos 1700 2000 

U2R 52 228 

R2L 700 1003 

 
Table 8. Comparison of DR of Kernel Functions 

KPCA(Kernels)-ELM Normal Dos Probe R2L U2R 

ployk  93.31 90.07 91.69 89.77 25.23 

RBFk  94.29 91.06 89.58 90.34 36.54 

ployk + RBFk  96.93 93.12 91.85 91. 86 40.67 

I ployk − + I RBFk −  98.31 98.06 98.69 95.77 44.23 

 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 14, NO. 7, July 2020                                           3089 

 
From Table 8, after the hybrid kernel function constructed in this paper is used to reduce the 

dimensions in KPCA, the ELM DR of Normal, Dos, Probe, R2L and U2R are 98.31%, 98.06%, 
98.69%, 95.77% and 44.23% respectively. Compared with other kernel functions, the DR 
increases by 3.74% on average, and thus the effectiveness of the hybrid kernel function 
constructed in this paper is demonstrated again. 

6.4.2 Comparison Between IKPCA-ELM and Other Methods 

In order to check the detection performance of the IKPCA-ELM method proposed in this 
paper against different attack types, the method is compared with KPCA-SVM [8], KPCA-BP 
[7], PCA-ELM [10], KPCA-ELM [11], and ELM respectively in terms of AR, FAR and TC. 
The experimental results are given in Table 9 and Fig. 4 and Fig. 5 respectively. 
 

Table 9. Comparison of AR (%) of Different Classifiers 
Classifier    Normal Dos Probe R2L U2R 
IKPCA-ELM 98.31 98.07 98.79 95.77 44.23 
KPCA-ELM 97.29 98.06 97.58 94.34 36.54 
PCA-ELM 95.93 92.12 91.85 91.68 23.67 
ELM 92.24 90.76 89.98 88.76 20.46 
KPCA-SVM 95.26 93.45 94.08 93.18 26.78 
KPCA-BP 98.81 98.89 97.95 91.35 22.15 

 
From Table 9, (1) the AR of the ELM classifier using PCA, KPCA and IKPCA for feature 

extraction increases compared with ELM classifiers without feature extraction during 
intrusion detection. The results also show that the AR of IKPCA-ELM increases by 5.03% on 
average compared with PCA-ELM and KPCA-ELM. This is caused by the application of the 
hybrid kernel function used in IKPCA, which provides the powerful generalization capability 
of global kernel functions and the strong learning capability of local kernel functions that can 
provide more distinguishing information in data processing, thereby improving the 
generalization performance of the ELM classifier. (2) Compared with KPCA-SVM and 
KPCA-BP, the accuracy rate increases significantly when IKPCA-ELM is used for intrusion 
detection against the attacks of Probe, R2L and U2R. 

From Fig. 4 and Fig. 5, the FAR and TC of IKPCA-ELM decline compared with other 
intrusion detection methods; in particular, FAR is especially low against R2L and U2R 
attacks.  

The experimental results of the above evaluation indicators reveal that the IKPCA-ELM 
method guarantees a high AR, while FAR and TC are decreased compared with other 
methods. 
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Fig. 4. Comparison of FAR of Different Classifiers. 
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Fig. 5. Comparison of TC of Different Classifiers. 

 

7. Conclusion 
How to improve the performance of intrusion detection techniques has long been a hot topic at 
home and abroad. To this end, an intrusion detection method based on IKPCA-ELM is 
proposed in this paper. First, the sample attribute mean and mean square error are introduced 
into the Gaussian radial basis kernel function and polynomial kernel function, and the two 
improved kernel functions are combined to construct a hybrid kernel function that can make 
up for the shortcomings of ignoring sample attribute differences and uneven sample 
distribution during the feature extraction of KPCA. Second, an improved particle swarm 
algorithm is used to further optimize KPCA. Finally, the improved KPCA is conducted to 
complete the feature extraction of the datasets, and an ELM is used for intrusion detection. The 
experimental results demonstrate the effectiveness of the hybrid kernel function proposed in 
this paper. Compared with such intrusion detection methods as ELM, PCA-ELM, 
KPCA-ELM, KPCA-SVM and KPCA-BP, IKPCA-ELM shows a higher AR against all attack 
types, with reduced FAR and TC. The ELM will be further optimized in the future to 
strengthen the robustness of intrusion detection algorithms. 
 
 

IK
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