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1. INTRODUCTION   

Famous search engines like Google, Yahoo, and

Bing use different machine learning algorithms to

collect and organize information as prompted by

the user. These tools have the capacity to organize

and categorize information using next-word pre-

dictive algorithms, clustering algorithms and others.

The information produced based on the query from

the user is basically matched to the other in-

formation existing in a database. The queried in-

formation can be identified based on related terms,

topics or clusters of words that are collectively de-

ployed using similarities and differences. The in-

formation search process can be intelligently done

by using probabilistic generative topic models for

machine learning experts. Therefore, this work

aims at employing topic models to determine the

main objective.

Topic modeling is a technique related to topic

clustering which uses statistical models to obtain

topics and themes from documents in a corpus [1].

Topic models are basically graphical or proba-

bilistic models that use mathematical functions for

mapping to discover the structures of texts [2].

They are commonly used to collect, organize, cate-

gorize, and sometimes distinguish texts into or-

ganized groups whin in corpora purpose purposely

for acquiring sentiments, main ideas from the

themes [3]. Generally, they can give inference on

text summarization of different documents collec-

tively combined in a corpus. There are different
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models that have been used to perform topic mod-

eling and most of them are developed from proba-

bility and linear algebra. The probabilistic models

include Latent Dirichlet Allocation LDA, Correla-

tion Topic Models (CTM), Latent Semantic Anal-

ysis (LSA), and probabilistic Latent Semantic

Analysis (pLSA) [4]. The models based on alge-

braic transformation includes Term Frequency-

Inverse Document Frequency (TF-IDF), Non-

negative Matrix Factorization (NMF), and Latent

Semantic Indexing (LSI) [5].

The motivation of this work is to find a fast and

efficient machine learning algorithm that de-

termines test similarity for large corpora in a short

time. This work is primarily mentioned in [6]

where we proposed a probabilistic generative mod-

el with Dirichlet prior that determines posterior

distribution using a Gibbs Sampler. The algorithm

was efficient however, it was quiet slow. In this

work we propose a variational bayesian approach

to a probabilistic generative model (LDA) that is

capable of obtaining the optimal solution by

searching the local optima with an approximation

of reaching the global optima using the lower

bound of the true distribution.

This paper has five sections whereby the second

section presents the related works and the third

section describes the proposed work. Section four

shows experimental results and discussion while

the last section presents concluding remarks.

2. RELATED WORKS

Realization of machine learning problems in a

field of natural language processing require both

statistical models and mathematical functions to

discover the themes and their abstract meanings.

This situation is referred to as topic modeling

whereby different models are developed and used

to perform the main goal of this work. An early

topic model was described in [7] called as Latent

Semantic Indexing (LSI), the second model called

probabilistic latent semantic analysis (PLSA) was

invented by Hofmann in [8] that has some advan-

tages over the former model. With such a trend

of topic models development, the Latent Dirichlet

allocation (LDA) model was developed and fa-

mously known as a common topic model referred

to as a generalization of pLSA invented by Blei et

al., in [9]. This model introduces sparse Dirichlet

prior distributions over document-topic and topic-

word distributions within a corpus. It also encodes

the documents in the corpus to cover a small num-

ber of topics relative to the number of embedded

or related words.

The newly developed models are the general ex-

tensions of LDA, such as Pachinko allocation [10],

Correlated Topics Model (CTM) [11], Hierarchical

latent tree analysis (HLTA) [12], and among others.

The Pachinko Allocation improves LDA by model-

ing correlations between topics, so does CTM.

Hierarchical latent tree analysis (HLTA) is an al-

ternative to LDA that models word co-occurrences

using latent variables and the states of the latent

variables corresponding to clusters of documents

referred to as topics.

With topic modeling problems, LDA model is

normally trained with two learning algorithms which

are Gibbs sampling and variational expectation-

maximization (VEM). The former is a Markov

Chain Monte Carlo (MCMC) algorithm for obtain-

ing approximate sampling of the posterior when

direct sampling is not possible while the latter is

the iterative expectation algorithm that maximizes

the likelihood by minimizing the entropy of the true

posterior distribution. A Gibbs sampler has a lot

of advantages on LDA as stated in [9] but Mog-

haddam et al, in [13] clearly state that, training

LDA with Gibbs sampling is computationally ex-

pensive and practically slow because of long con-

vergence caused by the difficulty in finding the

posterior of each topic assigned to a document.

Generally, the samples that initiates the Markov

process are often discarded because they may not
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accurately represent the desired distribution. Based

on the drawbacks mentioned thereof, VEM is in-

troduced to train the LDA model for realizing a

topic modeling problem.

The VEM algorithm is applicable for complex

models with many latent variables. Moreover, it is

very useful when the posterior distribution does

not rely on point estimates. Generally, when the

latent variables are detected, the algorithm treats

them as random variables with the same dis-

tribution to the prior [14]. Comparatively, Gibbs

sampling is guaranteed in the limit to recover the

true posterior while VEM does not. In that sense,

VEM breaks the links in the graphical model for

LDA in order to make the mathematical computa-

tion easier at the cost of minimum variance and

unbiased estimates [15]. Generally, with VEM, the

search of optimal solution sticks to the local opti-

ma, and it becomes an approximation after reach-

ing the global optima from the lower bound of the

true distribution [16].

Despite the challenging applications of the two

learning algorithms on LDA, VEM performs rela-

tively better and faster than the Gibbs sampler.

The two algorithms have relative complexity in

terms of determining the optimal results based on

the dimensions of dataset, training model, and the

problem to be realized. This work aims at employ-

ing VEM algorithm for topic modeling on LDA and

use the posterior distribution for computing docu-

ments similarity.

3. PROPOSED WORK

In this work we propose a variational Bayes ap-

proach that learns the LDA model to produce pos-

terior probabilities which are used to determine the

documents similarity coefficients. The LDA model

based on the proposed learning algorithm behaves

as a predictive probabilistic topic model that has

an ability to create two distinct matrices with sim-

ilar properties to that obtained by algebraic proce-

dures. We employ variational expectation-max-

imization algorithm to approximate the posterior

probability by minimizing the lower bound of the

true probability.

Suppose that the LDA model has a document

matrix  with the hyper-parameters  and  for

the topic document distribution in a corpus D. We

define the distribution of topics in every document

as  which is a multinomial distribution ex-

pressed in Eq. 1.

 






 






 







   

   (1)

where  is the number of topics in a document

matrix. We define the posterior distribution of the

latent variables that are assumed to exist with

similar distribution to the prior in Eq. 2.

   


(2)

where  and  are latent variables for topics and

words in a corpus respectively.

We simplify the numerator by using probability

laws and properties to yield an expression repre-

sented in Eq. 3.

   


(3)

where the denominator is the multinomial dis

tribution of documents within a corpus, simply de-

as   
  




. In this case, the parameter 

and  are the n-th topics and words for every

document in a corpus. From Eq. 3, we marginalize

 and obtain an intractable distribution be-

cause the model parameters are inseparable when

maximizing the log-likelihood. The marginalization

of the above equation results to Eq. 4.
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(4)

where  is the total number of topics for every

document in a corpus. Provided that the above
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equation is intractable then we introduce VEM that

maximizes the log likelihood by minimizing the

log-likelihood of the true posterior.

log  log


  (5)

 log

 

   


where   is the prior distribution for the top-

ics from the topic document matrix. We then, in-

troduce a variational objective function 

in Eq. 5 to determine the lower bound of the log

likelihood in Eq.5 above. We apply Jensen inequal-

ity in [14] to estimate the lower bound of the

posterior.

   ≥


 log  




 log  (6)

where  and  are the posterior parameters of

the objective function, and then we apply the ex-

pectation properties based on the expansion of Eq.

6. The resulting expression represents Eq. 7.

  


  log


 log




  log  


 log

(7)

For further simplification of Eq. 7, we express

the objective function in terms of expected values

for the maximized log-likelihood equation. This

results to Eq. 8 comprised of a Shanon Entropy of

the prior.

   log    log 

 log    (8)

where  is the Shanon entropy. Moreover, we

can easily verify that the log-likelihood of the pos-

terior is equivalent to the summation of the lower

bound of the variational function and the Kullback-

Leibler divergence (relative entropy) in Eq. 9.

log      

(9)

Lastly, we maximize the lower bound in Eq. 9

by minimizing the KL-divergence to obtain the

posterior  and . After obtaining the posterior we

then determine the correlation coefficients among

documents with Pearson correlation coefficient in

Eq. 10.

 
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





(10)

The procedure of the proposed algorithm is

summarized in Fig. 1 whereby the first block with

corpus represents a corpus made up by 50 ab-

stracts in the field of computer vision. The second

block with LDA represents the topic model that is

learned by the variational inference to yield various

results stored in the third block. This block with

Model Parameters has all the parameters such as

term-document matrix, topic-document matrix,

and the priors ( and ), to mention a few. We

use the posterior in the previous block to find the

posterior probabilities of the topic-document matrix.

In the last block with Document Similarity, we use

Pearson correlation coefficient to determine the

document similarities.

4. EXPERIMENTAL RESULTS AND DISCUSSION

The experimental setup and procedures of this

work were conducted through a computer with

GPU operating on windows 10 installed with R

program which was used for analysis. Natural lan-

guage processing libraries were installed to facili-

tate model loading, training and prediction. The

data used in the experiments were the extracted

abstracts from scientific papers published by IEEE

journals from 2010 to 2019 in the field of “motion

estimation”, “image classification”, “image seg-

Fig. 1. Procedure of the proposed algorithm. 
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mentation”, “object detection” and “3D recon-

structions”. The extracted abstracts have different

titles, approaches and even writing styles because

were written by different authors.

We initially created a corpus and then pre-

processed the dataset by transforming to lower

case, removing special symbols, numbers, punctu-

ations, white spaces and general errors and for-

mulated a document term matrix which is then

trained in LDA model with VEM algorithm. We

used a non fixed VEM algorithm to obtain the re-

sults as shown in Fig. 2 below.

In Fig. 2, LDA is trained with the VEM algo-

rithm which performs fast within 0.029 milli-

seconds showing that the assigned topics are im-

age segmentation, motion estimation, image clas-

sification, object detection and 3D reconstruction.

The above information in the figure can be sum-

marized as shown in Table 1 based on the top-

ic-document probability distribution.

Table 1 summarizes the topic-word distribution

with the most frequently used terms for each topic

to every document. The terms relevance is ar-

ranged in terms of probabilities such that every

document has five topics and the total probability

for all topics in a document is equal to 1. Table

2 indicates the posterior probabilities for each topic

in every document within the corpus.

The highest posterior probability from Table 2

is observed to be 0.99 for abstract25.txt which was

Fig. 2. Frequent terms in five clustered topics using LDA with VEM.

Table 1. Showing topic-word distribution for each assigned topic

Term Topic 1 Topic 2 Topic 3 Topic 4 Topic 5

1 image search image image image

2 method motion detection detect object

3 segment estimation classification object reconstruct

4 algorithm method model learn method
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correctly assigned to topic 1. The other probability

values lag behind the highest value including 0.77,

0.54, and 0.46. The posterior probabilities from this

table are finally used to calculate the correlation

coefficients among documents.

Table 3, shows the similarity coefficients among

documents based on topic assignment within a

corpus. Based on the model output in Fig. 1, the

documents clustered to image segmentation cat-

egory are highly correlated with a coefficient of

0.96, this indicates that object detection and motion

estimation fields are closely related. Topics clus-

tered to image segmentation and image classi-

fication are positively correlated with a coefficient

of 0.41. Moreover, documents assigned to motion

estimation and objects detection clusters are pos-

itively correlated at a weak correlation coefficient

of 0.06. However, documents clustered to motion

estimation and 3D reconstruction are negatively

correlated to a coefficient of -0.80. From the ex-

perimental results above, we noted that the pro-

posed algorithm is fast and efficient for assigning

topics in different documents in a corpus. It also

defines the true relationship between the topics in

every document within a corpus. Additionally, it

categorizes the documents based on their differ-

ences by yielding negative correlation coefficients.

The proposed algorithm is recommended for esti-

mating document similarity at a reasonable pace

because it obtains correlation coefficients for re-

lated and unrelated documents easily.

5. CONCLUSION

In this paper, we proposed a variational expect-

ation-maximization algorithm that computes the

posterior probabilities from LDA model. The char-

acteristics of the proposed algorithm was to esti-

Table 2. Topic probabilities by documents (abstracts)

Abstracts Topic 1 Topic 2 Topic 3 Topic 4 Topic 5

10 0.54 0.00 0.46 0.00 0.00

15 0.23 0.77 0.00 0.00 0.00

20 0.09 0.08 0.11 0.60 0.11

25 0.99 0.00 0.00 0.00 0.00

30 0.00 0.99 0.00 0.00 0.00

35 0.77 0.23 0.00 0.00 0.50

40 0.00 0.00 0.00 0.26 0.74

Table 3. Document similarity based on Pearson correlation coefficient

A1 A5 A11 A15 A21 A25 A31 A35 A41 A45

A1 1.00 0.79 0.41 -0.33 -0.11 -0.25 -0.25 -0.34 -0.25 -0.25

A5 0.79 1.00 0.13 0.29 -0.40 0.40 0.40 -0.28 -0.40 0.40

A11 0.41 0.13 1.00 -0.53 -0.40 -0.40 -0.40 -0.53 -0.41 -0.40

A15 -0.33 0.29 -0.53 1.00 0.04 0.96 0.96 -0.34 -0.33 0.96

A21 -0.11 -0.40 -0.40 0.04 1.00 -0.25 -0.03 0.95 -0.25 -0.25

A25 -0.25 0.40 -0.40 0.96 -0.25 1.00 -0.25 -0.34 -0.25 -0.25

A31 -0.25 0.40 -0.80 0.96 -0.25 -0.25 1.00 0.06 -0.35 0.99

A35 -0.34 -0.28 -0.53 -0.34 0.95 -0.34 0.06 1.00 -0.34 -0.25

A41 -0.25 -0.40 -0.41 -0.33 -0.25 -0.25 -0.35 -0.34 1.00 -0.35

A45 -0.25 0.40 -0.40 0.96 -0.25 -0.25 0.99 -0.25 -0.35 1.00
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mate the posterior distribution based on the varia-

tional inference. The the proposed framework de-

termined the posterior probabilities used for com-

puting document similarity at a fast speed. The re-

sults indicate that the large the number of topics

chosen the small the weights for topic assignment

which leads to low correlation coefficient values.

Additionally, the results indicate that image classi-

fication and segmentation are closely related fields

while image classification and motion estimation

are not closely related fields. Moreover, 3D re-

construction and object detection are closely re-

lated fields however, the correlation coefficient

value was very small. From the results, we can

conclude that the proposed algorithm has good

performance in terms of speed compared to that

trained with Gibbs sampling even though the re-

sults are relatively different.
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