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EXISTENCE OF POSITIVE SOLUTIONS OF

PREDATOR-PREY SYSTEMS WITH DEGENERATE

DIFFUSION RATES

Kimun Ryu*

Abstract. We discuss the coexistence of positive solutions to cer-
tain strongly-coupled predator-prey elliptic systems under the ho-
mogeneous Dirichlet boundary conditions. The sufficient condition
for the existence of positive solutions is expressed in terms of the
spectral property of differential operators of nonlinear Schrödinger
type which reflects the influence of the domain and nonlinearity in
the system. Furthermore, applying the obtained results, we investi-
gate the sufficient conditions for the existence of positive solutions
of a predator-prey system with degenerate diffusion rates.

1. Introduction

In this paper, we investigate the existence of positive solution to the
following strongly-coupled nonlinear elliptic system:

(1.1)

 −∆[ϕ(u, v)u] = uf(x, u, v)
−∆[ψ(u, v)v] = vg(x, u, v) in Ω,
(u, v) = (0, 0) on ∂Ω,

where Ω is a bounded domain of Rn with a smooth boundary ∂Ω. The
functions ϕ,ψ, f, g satisfy certain conditions which will be imposed later.
We say that this steady-state system has a positive solution (u, v) if
u(x) > 0 and v(x) > 0 for all x ∈ Ω. The existence of a positive solution
(u, v) to this system is called a positive coexistence.

A great amount of researches have been achieved relating to the sys-
tem (1.1) under various boundary conditions. In [4], Ghoreishi and
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Logan provided the sufficient conditions for the positive coexistence to
the strongly-coupled elliptic system under Robin boundary conditions:{

−∆u = uf(x, u, v)
−∆v = vg(x, u, v) in Ω,

using the method of decomposing operator and the index theory. The
predator-pry and the competition interactions were considered.

In [6], Leung and Feng found positive solutions for the degenerate
elliptic system between appropriate upper-lower solutions under certain
conditions of f , g and ψ −∆ψ(u) = f(x, u, v)

−∆ψ(v) = g(x, u, v) in Ω,
(u, v) = (0, 0) on ∂Ω.

In [3], the authors investigated the coexistence state (i.e., u(x) and v(x)
are nonnegative and nontrivial) for the system with degenerate diffusions
under certain conditions of h, k, ψ and ϕ −∆ψ(U(x)) = U(x)h(x, U(x), V (x))

−∆ϕ(x, V (x)) = V (x)k(x, U(x), V (x)) in Ω,
U(x) = V (x) = 0 on ∂Ω,

using the method of upper-lower solutions. In [12], Shigesada et al
proposed the competition elliptic system with the linear diffusions and
growth rates

(1.2)

{
−∆[(α1 + β11u+ β12v)u] = u(a1 − b11u− b12v)
−∆[(α2 + β21u+ β22v)v] = v(a2 − b21u− b22v) in Ω,

where αi, βij , ai and bij are positive constants.
In [10], Ruan considered the coupled competition elliptic system (1.2)

under Dirichlet boundary conditions by using the index theory. Further-
more, he gave the result that the system has positive solutions when β12

and β21 are sufficiently large. In [7], Lou and Ni investigated the exis-
tence of non-constant solutions of (1.2) under Neumann boundary con-
ditions employing the method of Lyapunov functional and degree theory.
For more references for the elliptic system relating to the system (1.2),
one can see [2], [5], [6], [8], [9], the references therein.

We are concerned with the positive coexistence of the predator-prey
system (1.1). This paper is organized as follows. In Section 2, some vari-
ational property of the corresponding eigenvalue problem to our system
and some known lemmas which are useful throughout this paper, are
provided. In Section 3, we give sufficient conditions for the coexistence
of positive solutions of system (1.1) for predator-prey interactions by
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using the method of the decomposing operator and the theory of fixed
point index on positive cones in a Banach space. Also the existence of
positive solution to scalar equation is investigated. In the final section,
we apply the obtained results to a Lotka-Volterra predator-prey system
with degenerate diffusions.

2. Known-Lemmas and Single Equation

In this section, we state some known results and investigate the ex-
istence and uniqueness of positive solution for a single equation.

For a(x) > 0 in C2(Ω) and b(x) ∈ L∞(Ω),

(2.1)

{
∆[a(x)u] + b(x)u = λu in Ω,
u = 0 on ∂Ω

has a principal eigenvalue corresponding to the unique positive principal
eigenfunction(See [11]). We denote the principal eigenvalue of (2.1) by
λ1(∆a(x) + b(x)).

The following two lemmas can be found in [11].

Lemma 2.1. Assume that b1(x)
a1(x) >

b2(x)
a2(x) , where ai(x) > 0 in C2(Ω)

and bi(x) ∈ L∞(Ω) for i = 1, 2.
(i) If λ1(∆a1(x) + b1(x)) ≤ 0, then λ1(∆a2(x) + b2(x)) < 0.
(ii) If λ1(∆a2(x) + b2(x)) ≥ 0, then λ1(∆a1(x) + b1(x)) > 0.

Lemma 2.2. (i) λ1(∆a(x) + b(x)) is increasing in b(x).
(ii) If λ1(∆a(x) + b(x)) > 0, then λ1(∆a(x) + b(x)) is decreasing in

a(x).
(iii) If λ1(∆a(x) + b(x)) < 0, then λ1(∆a(x) + b(x)) is increasing in

a(x).

Lemma 2.3. Let a(x) > 0 in C2(Ω), b(x) ∈ L∞(Ω) and u ≥ 0, u 6≡ 0
in Ω with κ∂u∂n + τu = 0 on ∂Ω.

(i) If 0 6≡ (∆a(x) + b(x))u ≥ 0, then λ1(∆a(x) + b(x)) > 0.
(ii) If 0 6≡ (∆a(x) + b(x))u ≤ 0, then λ1(∆a(x) + b(x)) < 0.
(iii) If (∆a(x) + b(x))u ≡ 0, then λ1(∆a(x) + b(x)) = 0.

Lemma 2.4. Let a(x) > 0 in C2(Ω), b(x) ∈ L∞(Ω) and M be a
positive constant such that b(x) +Ma(x) > 0 for all x ∈ Ω.

If λ1 (∆a(x)+b(x)) > 0, then r

[
1

a(x)(−∆ +M)−1(b(x) +Ma(x))

]
> 1.
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Notation 2.5. (i) ‖ · ‖Lm denotes the usual Lm−norm in Ω for a
positive integer m and ‖ · ‖∞ denotes the usual sup-norm in C(Ω).

(ii) [[u1, u2]] is an ordered interval in C2(Ω), i.e., [[u1, u2]] := {u ∈
C2(Ω) : u1(x) ≤ u(x) ≤ u2(x) for all x ∈ Ω}.

Definition 2.6. ϕ(x, ξ) ∈ Gξ if and only if ϕ(x, ξ) ∈ C(Ω × [0,∞))
which satisfies the followings:

(G1) ϕ(x, 0) is C2−function in x with ϕ(x, 0) > 0 for all x ∈ Ω;

(G2) ϕ(x, ξ) is C2−function in ξ with ϕξ(x, ξ) ≥ 0 for all (x, ξ) ∈
Ω× [0,∞).

Definition 2.7. f(x, ξ) ∈ Fξ if and only if f(x, ξ) ∈ C(Ω × [0,∞))
satisfies the followings:

(F1) f(x, ξ) is Cα−function in x, where 0 < α < 1;

(F2) f(x, ξ) is C1−function in ξ with fξ(x, ξ) < 0 on (x, ξ) ∈ Ω ×
[0,∞);

(F3) f(x, ξ) < 0 on (x, ξ) ∈ Ω × [C0,∞) for some positive constant
C0.

Now we consider the single equation for ϕ ∈ Gu and ψ ∈ Fu:

(2.2)

{
−∆[ϕ(x, u)u] = uf(x, u) in Ω,
u = 0 on ∂Ω,

where Ω is a bounded connected domain in Rn with a smooth boundary
∂Ω.

Remark 2.8. If ϕ(x, u) ∈ Gu, then the map Gϕ(u) = ϕ(x, u)u has

a continuous inverse in u since
∂Gϕ
∂u = ϕu(x, u)u + ϕ(x, u) > 0 for all

(x, u) ∈ Ω× [0,∞). Define this inverse map as G−1
ϕ (u). Additionally, we

can see that ∂
∂u(G−1

ϕ (u)) > 0 for all (x, u) ∈ Ω × [0,∞) and G−1
ϕ (u) ∈

C2(Ω) if u ∈ C2(Ω).

Definition 2.9. A function u(x) is called a solution of (2.2) if ϕ(x, u)u ∈
C2,α(Ω), where 0 < α < 1 and u(x) satisfies (2.2).

Definition 2.10. A function û(x) is called an upper solution of (2.2)
if ϕ(x, û)û ∈ C2,α(Ω) and û(x) satisfies the following conditions:

(2.3) −∆[ϕ(x, û)û] ≥ ûf(x, û) in Ω, û ≥ 0 on ∂Ω.

Similarly, we define a lower solution of (2.2) by reversing the inequalities
in (2.3).
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Definition 2.11. Let X be a nonempty subset of some ordered set
Y . A fixed point x of a map f : X → Y is called maximal if every fixed
point y of f in X satisfies x ≥ y.

For ϕ ∈ Gu and f ∈ Fu, define an operator F : [[0, û]] → C(Ω) as
F = G−1

ϕ ◦H. Here H is a positive monotone increasing compact map

given by Hu := (−∆ +M)−1[(f(x, u) +Mϕ(x, u))u], where M is a pos-
itive constant large enough so that (f(x, u) + Mϕ(x, u))u is monotone
increasing with respect to u. The existence of such constant M follows
from the assumption ϕ ∈ Gu. Then the operator F is also a positive
monotone increasing compact map. We may observe that u is a solution
of (2.2) if and only if u is a fixed point of F .

We give the existence and uniqueness theorem for (2.2) through the
following theorem.

Theorem 2.12. For ϕ(x, u) ∈ Gu and f(x, u) ∈ Fu, consider the
problem (2.2).

(i) If λ1(∆ϕ(x, 0) + f(x, 0)) ≤ 0, then (2.2) has no positive solution.

(ii) If λ1(∆ϕ(x, 0) + f(x, 0)) > 0, then (2.2) has a unique positive
solution.

Proof. (i) If u(x) is a positive solution of (2.2), then λ1(∆ϕ(x, u) +
f(x, u)) = 0 by Lemma 2.3 (iii). If we take a positive constant P such

that f(x, 0) + P > 0 for all x ∈ Ω, then, we have f(x,u)
ϕ(x,u) <

f(x,u)+P
ϕ(x,u) , and

so λ1(∆ϕ(x, u) + f(x, u) + P ) > 0 by Lemma 2.1 (ii). Thus Lemma 2.2
(i) and (ii) imply λ1(∆ϕ(x, u)+f(x, u)+P ) < λ1(∆ϕ(x, 0)+f(x, 0)+P ).
From this fact, we can derive 0 = λ1(∆ϕ(x, u)+f(x, u)) < λ1(∆ϕ(x, 0)+
f(x, 0)).

(ii) First we prove the existence of positive solution of (2.2). If we
construct an upper solution û(x) of (2.2), then adding Mϕ(x, û)û and
applying G−1

ϕ ◦ (−∆ + M)−1 both sides, we have F (û) ≤ û. Also note
that u = 0 is a solution of (2.2), and so we have F ′(u) = F ′(0) =

1
ϕ(x,0)(−∆ + M)−1(f(x, 0) + Mϕ(x, 0)) by the calculation. So Lemma

2.4 with the given assumption concludes that r(F ′(0)) > 1. Finally
applying Theorem 7.6 in [1], we can conclude that there is a positive
maximal solution u� 0 in [[0, û]].

To construct an upper solution û(x) of (2.2), let G−1
ϕ (u) be the con-

tinuous inverse of the map Gϕ(u) = ϕ(x, u)u in u which is defined in
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Remark 2.8. Denote û = G−1
ϕ (C), where C is a sufficiently large pos-

itive constant such that f(x,G−1
ϕ (C)) ≤ 0 for all x ∈ Ω. The exis-

tence of such constant C > 0 follows from the fact that ∂
∂u(G−1

ϕ (u)) >
0 for all u ≥ 0 and the assumption f ∈ Fu and ϕ ∈ Gu. Since
−∆[ϕ(x,G−1

ϕ (C))G−1
ϕ (C)] = −∆C = 0, we have{

−∆[ϕ(x,G−1
ϕ (C))G−1

ϕ (C)] ≥ G−1
ϕ (C)f(x,G−1

ϕ (C)) in Ω,
G−1
ϕ (C) ≥ 0 on ∂Ω,

and so û = G−1
ϕ (C) is a positive upper solution of (2.2).

Now we show the uniqueness of the positive solution of (2.2). Let um
be the maximal solution of (2.2) and u1 be another positive solution of
(2.2). Then u1 ≤ um by the maximality of um. By Lemma 2.3 (iii), we
must have λ1(∆ϕ(x, u1) + f(x, u1)) = λ1(∆ϕ(x, um) + f(x, um)) = 0.
Contrariwise, assume that u1 < um. If we take a positive constant P

such that f(x,u)+P
ϕ(x,u) is strictly increasing with respect to u in [[0, û]], then

we have f(x,u1)+P
ϕ(x,u1) > f(x,um)+P

ϕ(x,um) , and thus we can obtain λ1(∆ϕ(x, u1) +

f(x, u1)) > 0 by the same way as in the proof of (i), which derives a
contradiction. This completes the proof.

Lemma 2.13. Any positive solution u(x) of (2.2) with the same as-
sumptions as in Theorem 2.12 has an a priori bound.

Proof. Assume ϕ(x, u)u attains its maximum at x = x0 over Ω, i.e.,
max
x∈Ω
{ϕ(x, u)u} = ϕ(x0, u(x0))u(x0). Since u = 0 on ∂Ω, ϕ(x, u)u = 0

on ∂Ω, and so x0 ∈ Ω. Thus we have −∆[ϕ(x, u(x0))u(x0)] ≥ 0, which
implies f(x0, u(x0)) ≥ 0. From the assumption f ∈ Fu, we can find
a positive constant C0 such that f(x,C0) < 0 for all x ∈ Ω. Since
f(x0, u(x0)) ≥ 0 ≥ f(x0, C0), we can get u(x0) ≤ C0. Thus we have
ϕ(x, u)u ≤ max

x∈Ω
{ϕ(x, u)u} ≤ ϕ(x0, C0)C0, and so u(x) ≤ G−1

ϕ (ϕ(x0, C0)C0)

for all x ∈ Ω, this completes the proof.

Thanks to Theorem 2.12, for every (ϕ, f) ∈ Gu × Fu, we can define
the map T : Gu ×Fu → C2,α(Ω) for some 0 < α < 1 as

T (ϕ, f) :=

{
uv if λ1(∆ϕ(x, 0) + f(x, 0)) > 0,
0 otherwise,

where uv is the unique positive solution of (2.2).

Lemma 2.14. The mapping T is continuous in sense of Gu × Fu →
C2,α(Ω) for some 0 < α < 1.
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Proof. Assume that (ϕn, fn)→ (ϕ, f) in Gu ×Fu. Then we have two
possibilities.

Case 1 : T (ϕ, f) 6≡ 0, i.e., λ1(∆(ϕ(x, 0) + f(x, 0)) > 0.
By the variational property of the eigenvalue problem, we can see
λ1(∆ϕn(x, 0) + fn(x, 0)) > 0 for sufficiently large n. Let uvn be the
positive solution of

−∆[ϕn(x, u)u] = ufn(x, u) in Ω, u = 0 on ∂Ω.

By Agmon, Douglis and Nirenberg inequality, we have

‖ϕn(x, uvn)uvn‖W 2,m ≤ C
(
‖ϕn(x, uvn)uvn‖Lm + ‖uvnfn(x, uvn)‖Lm

)
for some positive constant C depending on m ≥ 2. From this estimate
and Sobolev imbedding theorem, we conclude that ‖ϕn(x, uvn)uvn‖C1,α <
∞, and thus ‖uvn‖C1,α < ∞ since the map Gϕn(x, ξ) = ϕn(x, ξ)ξ has
a continuous inverse which is C2−function in ξ. Also we can easily
check that ‖uvn‖C2,α <∞ by Schauder estimate. Therefore there exists
a subsequence, denoted it again by uvn , which converges to a positive
function ũ ∈ C2,α(Ω). Furthermore, since the positive solution of the
equation, −∆[ϕ(x, u)u] = uf(x, u) in Ω and u = 0 on ∂Ω, is unique, we
have ũ ≡ uv, and therefore uvn → uv in C2,α(Ω).

Case 2 : T (ϕ, f) ≡ 0.
In this case, uv ≡ 0 and we can similarly prove that uvn → uv ≡ 0 in
C2,α(Ω).

Let E be a Banach space and let F be a strongly positive nonlinear
compact operator on E such that F (0) = 0. The following lemma can
be found in [1].

Lemma 2.15. Assume F ′(0) exists with r(F ′(0)) > 1, where F ′(0)
is a Fréchet derivative of F at u = 0. If the solution to the equation
u = θFu has an a priori bound for all θ ∈ (0, 1], then F has a positive
fixed point u such that Fu = u in the positive cone of E.

3. Positive solutions of (1.1)

In this section, we give sufficient conditions for the positive coexis-
tence of the system (1.1) with three different interactions between two
species by using the method of decomposing operator.

Denote the trivial nonnegative nonzero solutions of our system (1.1),
if they exist when one of the species is absent, by (u0, 0) and (0, v0).
These solutions are usually called semi-trivial solutions. By virtue of
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Theorem 2.12, one can give sufficient conditions for the existence of
semi-trivial solutions, for example, if ϕ(x, u, 0) ∈ Gu and f(x, u, 0) ∈ Fu,
then the sufficient condition of the existence for (u0, 0) can be considered
as λ1(∆ϕ(x, 0, 0) + f(x, 0, 0)) > 0.

Remark 3.1. Throughout this section, ϕ ∈ Gu, f ∈ Fu and ψ ∈ Gv,
f ∈ Fv mean that ϕ(u, v) ∈ Gu, f(x, u, v) ∈ Fu for a fixed v ≥ 0 and
ψ(u, v) ∈ Gv, f(x, u, v) ∈ Fv for a fixed u ≥ 0.

Now we impose the following conditions for the function g so that
(1.1) may express the predator-prey interactions when f ∈ Fu ∩Fv and
ϕ,ψ ∈ Gu ∩ Gv.

Definition 3.2. g(x, u, v) ∈ Fg if and only if g(x, u, v) satisfies the
followings:

(F1*) g(x, u, v) ∈ C(Ω×[0,∞)×[0,∞)) and Cα−function in x, where
0 < α < 1;

(F2*) g(x, u, v) is C1−function in u and v with gu > 0 and gv < 0;
(F3*) for each M > 0, there exists a constant C2 = C2(M) > 0 such

that g(x, u, v) < 0 on (x, u) ∈ Ω× (0,M ] when v > C2.

Lemma 3.3. Assume that ϕ,ψ ∈ Gu∩ ∈ Gv, f ∈ Fu,Fv and g ∈ Fg.
Then any nonnegative solution (u, v) of the system (1.1) has an a priori
bound.

Proof. Consider the problem:{
−∆[ϕ(u, v)u] = uf(x, u, v) in Ω,
u = 0 on ∂Ω,

where v ∈ C2(Ω). Let G−1
ϕ0

(u) be the continuous inverse of the map
Gϕ0(u) = ϕ(u, 0)u in u. The existence of such inverse map follows from
the assumptions ϕ ∈ Gu,Gv. Since f ∈ Fu,Fv, we can find positive
constants C1 and C3 such that f(x,C1, 0) < 0 and f(x, 0, C3) < 0 for
all x ∈ Ω. If we assume that ϕ(x, u, v)u attains its maximum at x1

over Ω, then we can show that f(x1, u(x1), v(x1)) ≥ 0 as in Lemma
2.13. Since f(x1, u(x1), 0) ≥ f(x1, u(x1), v(x1)) ≥ 0 ≥ f(x1, C1, 0)
and f(x1, 0, v(x1)) ≥ f(x1, u(x1), v(x1)) ≥ 0 ≥ f(x1, 0, C3), we can get
u(x1) ≤ C1 and v(x1) ≤ C3. Thus we have max

x∈Ω
{ϕ(u, v)u} ≤ ϕ(C1, C3)C1,

and so ϕ(u, 0)u ≤ max
x∈Ω
{ϕ(u, 0)u} ≤ max

x∈Ω
{ϕ(u, v)u} ≤ ϕ(C1, C3)C1. Fi-

nally we can conclude that

u(x) ≤ G−1
ϕ0

(ϕ(C1, C3)C1)
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for all x ∈ Ω.
Consider the problem{

−∆[ψ(u, v)v] = vg(x, u, v) in Ω,
v = 0 on ∂Ω,

where u ≤M = ‖G−1
ϕ0

(ϕ(C1, C3)C1)‖∞ and u ∈ C2(Ω). Since g(x, u, v) ∈
Fg, there exists a positive constant C2 such that g(x, u, v) < 0 on (x, u) ∈
Ω × (0,M ] when v > C2. If we assume that ψ(u, v)u attains its maxi-
mum at x2 over Ω, then we can also show that ψ(0, v)v ≤ ψ(M,C2)C2

by the similar manner, and so v(x) ≤ G−1
ψ0

(ψ(M,C2)C2), where G−1
ψ0

(v)

is the continuous inverse of the map Gψ0(v) = ψ(0, v)v in v.

Remark 3.4. The interesting fact in Lemma 3.3 is that an a priori
bound for the system (1.1) with self-cross diffusions is affected by the
self-cross diffusions and the growth rates at the same time. However, if
we consider the system with self-diffusions only, then we can see that an
a priori bound depends only on the growth rates.

Notation 3.5. Throughout this paper, let Q and R be a priori
bounds for u and v, respectively. That is to say, the nonnegative so-
lutions u and v of (1.1) satisfy u(x) ≤ Q and v(x) ≤ R.

Let ϕ ∈ Gu,Gv and f ∈ Fu,Fv. By virtue of Theorem 2.12, for
every v ∈ C2(Ω), we can define the map S : C2(Ω)→ C2,α(Ω) for some
0 < α < 1 as

Sv =

{
uv if λ1(∆ϕ(0, v) + f(x, 0, v)) > 0,
0 otherwise,

where uv is the unique positive solution of (2.2). Then we can see that
the mapping S is continuous in sense of C2(Ω) → C2,α(Ω) for some
0 < α < 1 by Lemma 2.14.

For ψ ∈ Gu,Gv, g ∈ Fg and v ∈ E = C2(Ω), consider the problem:

(3.1)

{
−∆[ψ(Sv, v)v] = vg(x, Sv, v) in Ω,
v = 0 on ∂Ω.

Then we can define an operator F : E → E as w = Fv through the
equation:{
−∆[ψ(Sv,w)w] +Mψ(Sv,w)w = vg(x, Sv, v) +Mψ(Sv, v)v in Ω,
w = 0 on ∂Ω.

Define another strongly positive increasing compact operatorK : E → E
as Kv = (−∆+M)−1[(g(x, Sv, v)+Mψ(Sv, v))v], where M is a positive
constant sufficiently large so that g(x, Sv, v) +Mψ(Sv, v) is positive for
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all x ∈ Ω. Since ψ ∈ Gu,Gv, the existence of M follows. Then we can
see that F = G−1

ψ ◦ K, where G−1
ψ (w) is the continuous inverse of the

map Gψ(w) = ψ(Sv,w)w in w and F is a strongly positive increasing
compact operator. Observe that v is a fixed point of F if and only if v
is a solution of (3.1). Also the operator F has a positive fixed point v if
and only if (Sv, v) is a nonnegative solution of (1.1).

Theorem 3.6. Consider the system (1.1) with ϕ,ψ ∈ Gu,Gv, f ∈
Fu,Fv and g ∈ Fg.

(i) If λ1(∆ϕ(0, 0) + f(x, 0, 0)) ≤ 0, then (1.1) has no positive solu-
tion; and in addition, if λ1(∆ψ(0, 0) + g(x, 0, 0)) ≤ 0, then (1.1) has no
nonnegative nonzero solution.

(ii) Assume λ1(∆ψ(0, 0)+g(x, 0, 0)) ≤ 0 and λ1(∆ϕ(0, 0)+f(x, 0, 0)) >
0. If λ1(∆ψ(u0, 0) + g(x, u0, 0)) > 0, then (1.1) has a positive solution.

Proof. (i) Suppose that (u, v) is a positive solution of the system (1.1).
Then u satisfies −∆[ϕ(u, v)u] = uf(x, u, v) in Ω and u = 0 on ∂Ω. By
Lemma 2.3 (iii), we have λ1(∆ϕ(u, v) + f(x, u, v)) = 0. By the same
way in the proof of Theorem 2.12 (i), we can derive a contradiction.

Next suppose that (u, v) is a nonnegative nonzero solution and
λ1(∆ϕ(0, 0) + f(x, 0, 0)), λ1(∆ψ(0, 0) + g(x, 0, 0)) ≤ 0. Without loss of
generality, assume that u 6≡ 0 and v ≡ 0. Then u satisfies−∆[ϕ(u, 0)u] =
uf(x, u, 0) in Ω and u = 0 on ∂Ω, and so we can have 0 = λ1(∆ϕ(u, 0)+
f(x, u, 0)) < λ1(∆ϕ(0, 0)+f(x, 0, 0)), which also derives a contradiction.

(ii) To apply Lemma 2.15, denote Fθ = θF . For θ ∈ (0, 1], assume
that Fθ(vθ) = vθ, i.e., vθ is a solution to the equation Fθ(v) = v. Then
we have

−∆[ψ(Svθ,
vθ
θ

)vθ] = θvθg(x, Svθ, vθ) +Mθ[ψ(Svθ, vθ)−
1

θ
ψ(Svθ,

vθ
θ

)]vθ.

Since 0 ≤ Svθ ≤ Q by Lemma 3.3, there exists a sufficiently large
constant K > 0 such that g(x, Svθ, G

−1
ψθ

(K)) < 0 from the hypothesis

(F3*), where G−1
ψθ

(v) is the inverse of the map Gψθ(v) = ψ(Svθ,
v
θ )vθ .

Then we have

−∆[ψ(Svθ,
1

θ
G−1
ψθ

(K))
1

θ
G−1
ψθ

(K)] = −∆K = 0 in Ω,

also since ψ(Svθ, v)− 1
θψ(Svθ,

v
θ ) ≤ 0 for all v ≥ 0, we can see that

−∆[ψ(Svθ,
1
θG
−1
ψθ

(K))G−1
ψθ

(K)] ≥ θG−1
ψθ

(K)g(x, Svθ, G
−1
ψθ

(K))

+Mθ[ψ(Svθ, G
−1
ψθ

(K))− 1
θψ(Svθ,

1
θG
−1
ψθ

(K))]G−1
ψθ

(K) in Ω,

G−1
ψθ

(K) ≥ 0 on ∂Ω,
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and thus G−1
ψθ

(K) is an upper solution to the following equation:{
−∆[ψ(Svθ,

v
θ )v] = θvg(x, Svθ, v) +Mθ[ψ(Svθ, v)− 1

θψ(Svθ,
v
θ )]v in Ω,

v = 0 on ∂Ω.

Therefore we have vθ ≤ G−1
ψθ

(K). Thus vθ has an a priori bound. Also

since λ1(∆ψ(u0, 0)+g(x, u0, 0)) > 0 from the assumption, we must have

r(F ′(0)) = r
( 1

ψ(u0, 0)
(−∆ +M)−1[g(x, u0, 0) +Mψ(u0, 0)]

)
> 1

by Lemma 2.4. Consequently, we can conclude that F has a positive
fixed point v in E by Lemma 2.15.

To complete the proof, we need u = Sv > 0. If Sv ≡ 0, then
v > 0 satisfies −∆[ψ(0, v)v] = vg(x, 0, v) in Ω and v = 0 on ∂Ω, and
so v ≡ v0 > 0 by the uniqueness of v0, which is a contradiction since
λ1(∆ψ(0, 0) + g(x, 0, 0)) ≤ 0 from the assumption. Hence (Sv, v) is a
positive solution to our system (1.1).

4. Predator-prey systems with degenerate diffusion rates

In this section, we apply the obtained results to the slightly modified
Lotka-Volterra problem
(4.1) −∆[(ε1 + um−1(x))u(x)] = (a(x)− b(x)up(x)− c(x)vq(x))u(x)
−∆[(ε2 + vn−1(x))v(x)] = (e(x) + h(x)ur(x)− k(x)vs(x))v(x) in Ω,
(u, v) = (0, 0) on ∂Ω,

wherem,n > 1, ε1, ε2, p, q, r, s > 0, c(x), h(x) ∈ Cα(Ω) and a(x), b(x), e(x),
k(x) ∈ Cα(Ω) are nonnegative functions with b(x), k(x) > 0 for all
x ∈ Ω. For a function r(x) ∈ Cα(Ω), we define

r = sup{r(x) : x ∈ Ω} and r = inf{r(x) : x ∈ Ω}.

Lemma 4.1. If min{a− c
(
(eb

r
p + ha

r
p )/(b

r
pk)
) q
s , e} > 0, then (4.1)

has a positive solution for sufficiently small ε1, ε2.

Proof. First observe that ϕ(u, v) = ε1 + um−1, ψ(u, v) = ε2 + vn−1,
f(x, u, v) = a(x)−b(x)up(x)−c(x)vq(x), g(x, u, v) = e(x)+h(x)ur(x)−
k(x)vs(x) and we can easily check that the problem (4.1) satisfies the
corresponding hypotheses for ϕ,ψ, f, g. Since a, e > 0 from the as-
sumption, we have λ1(−∆) < (a/ε1) and λ1(−∆) < (e/ε2) for suffi-
ciently small ε1, ε2 > 0, and therefore λ1(∆ϕ(0, 0) + f(x, 0, 0)) > 0 and
λ1(∆ψ(0, 0) + g(x, 0, 0)) > 0 by Lemma 2.2 (ii). These imply that the
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semi-trivial solutions (u0, 0) and (0, v0) of system (4.1) exist and positive
in each models.

As a special case of Lemma 2.13, u0 ≤ (a/b)
1
p and v0 ≤

(
(eb

r
p + ha

r
p )/(b

r
pk)
) 1
s .

From the assumption, we can derive

λ1(−∆) < {a− c
(
(eb

r
p + ha

r
p )/(b

r
pk)
) q
s }/ε1 and λ1(−∆) < e/ε2

for sufficiently small ε1, ε2 > 0, and so λ1(∆ε1 + a(x)− c(x)vq0) > 0 and
λ1(∆ε2 + e(x) + h(x)ur0) > 0 by Lemma 2.2 (i). Thus Theorem 3.6 (ii)
concludes the result.

Observe that the problem (4.1) becomes the degenerate Lotka-Volterra
problem when ε1, ε2 ≡ 0, that is,

(4.2)

 −∆um(x) = (a(x)− b(x)up(x)− c(x)vq(x))u(x)
−∆vn(x) = (e(x)− h(x)ur(x)− k(x)vs(x))v(x) in Ω,
(u, v) = (0, 0) on ∂Ω.

Corollary 4.2. Consider the degenerate Lotka-Volterra problem
(4.2). Then the result in Lemma 4.1 remains true.

Proof. Let (uε1 , vε2) be the positive solution of (4.1), then uε1 and vε2

have a priori bounds (a/b)
1
p and

(
(eb

r
p + ha

r
p )/(b

r
pk)
) 1
s as a special case

of Lemma 2.13, respectively. By using Schauder estimate and the elliptic
regularity theorem, we can show that {uε1} and {vε2} have convergent
subsequences, denote them again by {uε1} and {vε2} as in Lemma 2.14
when ε1, ε2 ↓ 0.

Now we construct a positive lower solution u which does not depend
on sufficiently small ε1, that is to say,

{
−∆[(ε1 + um−1)u] ≤ (a(x)− b(x)up − c(x)vq)u in Ω,
u ≤ 0 on ∂Ω,

where 0 ≤ v ≤
(
(eb

r
p + ha

r
p )/(b

r
pk)
) 1
s . To do this, consider the principal

eigenvalue λ1(−∆) > 0 and the corresponding eigenfunction φ > 0.

Define u = (δ1φ)
1
m for a sufficiently small δ1 > 0 which is determined
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later. Then we have

∆[(ε1 + um−1)u] + (a(x)− b(x)up − c(x)vq)u

= ∆[(ε1 + (δ1φ)
m−1
m )(δ1φ)

1
m ] + (a(x)− b(x)(δ1φ)

p
m − c(x)vq)(δ1φ)

1
m

≥ ε1(∆(δ1φ)
1
m )− λ1(−∆) · (δ1φ) +

(
a− b(δ1φ)

p
m

−c
(
(eb

r
p + ha

r
p )/(b

r
pk)
) q
s
)
(δ1φ)

1
m

= (δ1φ)
1
m {ε1φ−

1
m (∆φ

1
m )− λ1(−∆) · (δ1φ)

m−1
m + a− b(δ1φ)

p
m

−c
(
(eb

r
p + ha

r
p )/(b

r
pk)
) q
s }

≥ 0

for all x ∈ Ω since a− c
(
(eb

r
p − fa

r
p )/(b

r
p g)
) q
s > 0 and ε1 is sufficiently

small, if we choose a sufficiently small constant δ1 > 0 such that

−λ1(−∆) · (δ1φ)
m−1
m + a− b(δ1φ)

p
m − c

(
(eb

r
p + ha

r
p )/(b

r
pk)
) q
s > 0

for all x ∈ Ω. Observe that u = (δ1φ)
1
m on ∂Ω.

Similarly, for a sufficiently small ε2 > 0, we can verify that v = (δ2φ2)
1
n

satisfies{
−∆[(ε2 + vn−1)v] ≤ (e(x) + h(x)ur − k(x)vs)v in Ω,
v ≤ 0 on ∂Ω,

where 0 ≤ u ≤ (a/b)
1
p and δ2 > 0 is a sufficiently small constant.

Consequently, we can conclude that the limit of positive solutions uε1
and vε2 of (4.1) become the positive solutions of (4.2) when ε1, ε2 ↓ 0.
The positivity of these solutions of (4.2) follows from the fact that uε1 ≥
(δ1φ)

1
m and vε2 ≥ (δ2φ)

1
n when ε1, ε2 ↓ 0.

Acknowledgement. The author thanks the anonymous referees for
their valuable comments and suggestions to improve the content of this
article.

References

[1] H. Amann, Fixed point equations and nonlinear eigenvalue problems in ordered
banach spaces, SIAM Rev., 18 (1976), no. 4, 620–709.

[2] D. G. Aronson, A. Tesei, and H. Weinberger, A density-dependent diffusion system
with stable discontinuous stationary solutions, Ann. Mat. Pura Appl., 152 (1988),
no. 4, 259–280.
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