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Abstract. This article concerns the class of rings which satisfy the property of inserting

regular elements at zero products, and rings with such property are called regular-IFP.

We study the structure of regular-IFP rings in relation to various ring properties that play

roles in noncommutative ring theory. We investigate conditions under which the regular-

IFPness pass to polynomial rings, and equivalent conditions to the regular-IFPness.

1. Introduction

Throughout this article every ring is an associative ring with identity. Let R
be a ring. An element u of R is right regular if ur = 0 implies r = 0 for r ∈ R.
A left regular element is defined similarly. An element is regular if it is both left
and right regular (and hence not a zero divisor). We use C(R) and U(R) to de-

* Corresponding Author.
Received October 22, 2019; revised January 21, 2020; accepted February 10, 2020.
2020 Mathematics Subject Classification: 16U60, 16U80.
Key words and phrases: regular-IFP ring, regular element, IFP ring, polynomial ring,
generalized reduced ring.

307



308 H. K. Kim, T. K. Kwak, Y. Lee and Y. Seo

note the monoid of regular elements and the group of units in R, respectively. The
Wedderburn radical (i.e., sum of all nilpotent ideals), the upper nilradical (i.e.,
the sum of all nil ideals), the lower nilradical (i.e., the intersection of all prime
ideals), the Jacobson radical, and the set of all nilpotent elements in R are de-
noted by N0(R), N∗(R), N∗(R), J(R), and N(R), respectively. It is well-known
that N0(R) ⊆ N∗(R) ⊆ N∗(R) ⊆ N(R) and N∗(R) ⊆ J(R). The polynomial ring
with an indeterminate x over R is denoted by R[x] and Cf(x) denotes the set of
all coefficients of f(x) for f(x) ∈ R[x]. Denote the n by n full (resp., upper tri-
angular) matrix ring over R by Mn(R) (resp., Tn(R)). Dn(R) denotes the subring
{(aij) ∈ Tn(R) | a11 = · · · = ann} of Tn(R). Let In and Eij be the identity matrix
and the matrix, with (i, j)-entry 1 and elsewhere 0, in Mn(R), respectively. Let Z
(resp., Zn) denote the ring of integers (modulo n), and R denote the field of real
numbers.

2. Regular-IFP Rings

In this section we study the properties of regular-IFP rings as well as the re-
lations between regular-IFP rings and ring properties that play important roles in
noncommutative ring theory. Due to Bell [4], a ring is called IFP if ab = 0 for
a, b ∈ R implies aRb = 0. Following Kim et al. [15], a ring R is called unit-IFP
if ab = 0 for a, b ∈ R implies aU(R)b = 0. IFP rings are clearly unit-IFP, but not
conversely by [15, Example 1.1]. A ring R is usually called reduced if N(R) = 0.
Commutative rings are clearly IFP; and reduced rings are easily shown to be IFP,
but not conversely because there exist many non-reduced commutative ring. A ring
is usually called Abelian if every idempotent is central. Unit-IFP rings are Abelian
by [15, Lemma 1.2(2)].

Definition 2.1. A ring R is called regular-IFP if ab = 0 for a, b ∈ R implies
aC(R)b = 0.

Regular-IFP rings are clearly unit-IFP (hence Abelian), but not conversely by
the following example.

Example 2.2. There exists a unit-IFP ring that is not regular-IFP. Let K be a field
and A = K〈a, b〉 be the free algebra generated by the noncommuting indeterminates
a, b over K. Let I be the ideal of A generated by b2 and set R = A/I. Identify
a, b with their images in R for simplicity. Then R is unit-IFP by [15, Example 1.1].
But R is not a regular-IFP ring because b2 = 0 and bab 6= 0 where a ∈ C(R).

Remark 2.3.

(1) The following conditions are equivalent, which can be proved by applying the
regular-IFPness iteratively:

(i) A ring R is regular-IFP;

(ii) a1C(R)a2C(R)a3 · · · an−1C(R)an = 0 whenever a1a2 · · · an = 0 for
a1, a2, . . . , an ∈ R.
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(2) D3(R) is (regular-)IFP over a reduced ring R by [9, Proposition 2.1]. However
Mn(R) and Tn(R), over any ring R for n ≥ 2, cannot be regular-IFP since
they are not Abelian, noting that unit-IFP (or regular-IFP) rings are Abelian.

(3) There exists an Abelian ring that is not regular-IFP. Set R = Dn(S) for
n ≥ 4 over an Abelian ring S. Then R is Abelian by [10, Lemma 2]. Let
A = E12, B = E34 ∈ R. Then AB = 0. Consider C = In + E23 ∈ R. Then
C ∈ C(R) clearly. But ACB = E14 6= 0, so that R is not regular-IFP.

(4) Let R be a regular-IFP ring such that R = C(R) ∪ N(R). Let ab = 0 for
a, b ∈ R. Then aC(R)b = 0 since R is regular-IFP. Moreover aN(R)b = 0 by
[15, Lemma 1.2(2)]. Thus R is IFP.

Based on Armendariz [3, Lemma 1], a ring R is called Armendariz if ab = 0
for all a ∈ Cf(x) and b ∈ Cg(x) whenever f(x)g(x) = 0 for f(x), g(x) ∈ R[x], by
Rege and Chhawchharia [19]. Reduced rings are Armendariz by [3, Lemma 1]. The
concepts of Armendariz rings and commutative rings are independent of each other
by Example 2.2 and [19, Example 3.2], noting that the ring R in Example 2.2 is
Armendariz by [2, Example 4.8].

By Goodearl [7], a ring R is called (von Neumann) regular if for every a ∈ R
there exists b ∈ R such that a = aba, and a ring R is called strongly regular if
a ∈ a2R for every a ∈ R. It is easily checked that J(R) = 0 for every regular ring
R, and note that a ring is strongly regular if and only if it is Abelian regular, by
[7, Theorems 3.2 and 3.5]. Recall that unit-IFP rings are Abelian, and Armendariz
rings are also Abelian by [12, Corollary 8]. So for a regular ring R, we have that R
is reduced if and only if R is Armendariz if and only if R is IFP if and only if R is
regular-IFP if and only if unit-IFP if and only if R is Abelian, by [7, Theorem 3.2].

Following [11], a ring is called locally finite if every finite subset generates a finite
multiplicative semigroup. Finite rings are clearly locally finite, but not conversely
by the existence of algebraic closures of finite fields. It is shown that a ring is locally
finite if and only if every finite subset generates a finite subring, in [11, Theorem
2.2(1)].

Proposition 2.4

(1) Let R be a locally finite ring.

(i) If R is an Armendariz ring, then it is regular-IFP.

(ii) If R is a regular-IFP ring, then R/J(R) is strongly regular with J(R) =
N(R).

(2) Let R be a right or left Artinian ring. If R is regular-IFP, then R/J(R) is a
strongly regular ring with J(R) = N(R).

Proof. (1)–(i) Let R be an Armendariz ring and suppose ab = 0 for a, b ∈ R. Let
c ∈ C(R). Since R is locally finite, cn ∈ I(R) for some n ≥ 1 by the proof of [12,
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Proposition 16]. But cn ∈ C(R), forcing cn = 1. This yields acnb = 0, and so
acb = 0 by [12, Lemma 7]. This implies aC(R)b = 0, and hence R is regular-IFP.
(1)–(ii) Since regular-IFP rings are Abelian, we obtain the result by [11, Proposition
2.5].
(2) It is well-known that J(R) is nilpotent for the right (or left) Artinian ring R.
Since R/J(R) is semisimple Artinian and Abelian, R/J(R) is a finite direct product
of division rings. This completes the proof. 2

The class of regular-IFP rings is not closed under homomorphic images as can
be seen by the ring R in Example 2.2. But the following constructions preserve the
regular-IFPness. We use ⊕ and

∏
to denote the direct sum and the direct product

of rings, respectively.

Proposition 2.5.

(1) Let Rλ (λ ∈ Λ) be Abelian rings. Then Rλ is regular-IFP for each λ ∈ Λ
if and only if

∏
λ∈ΛRλ is regular-IFP if and only if the subring of

∏
λ∈ΛRλ

generated by ⊕λ∈ΛRλ and 1∏
λ∈Λ Rλ

is regular-IFP.

(2) Let R be an Abelian ring and e2 = e ∈ R. Then R is regular-IFP if and only
if both eR and (1− e)R are regular-IFP.

Proof. (1) Suppose that the subring of
∏
λ∈ΛRλ generated by ⊕λ∈ΛRλ and

1∏
λ∈Λ Rλ

, say S, is regular-IFP. Let ab = 0 for a, b ∈ Rλ, and c ∈ C(Rλ). Let

α = (xi) and β = (yj) be sequences in S such that xλ = a, xi = 0 for all i 6= λ, and
yλ = b, yj = 0 for all j 6= λ. Then αβ = 0. Consider a sequence δ = (zk) ∈ S in
which zλ = c and zk = 1Rk for all k 6= λ. Then δ ∈ C(S). Since S is regular-IFP,
we have αδβ = 0. This yields acb = 0, and so Rλ is regular-IFP. The remainder of
the proof is routine.
(2) The proof is obtained from (1) since R = eR⊕ (1− e)R for e2 = e ∈ R. 2

For a given ring R, recall that R is called local if R/J(R) is a division ring; R
is called semilocal if R/J(R) is semisimple Artinian; and R is called semiperfect if
R is semilocal and idempotents can be lifted modulo J(R). Local rings are clearly
Abelian and semilocal.

Corollary 2.6. A ring R is semiperfect regular-IFP if and only if R is a finite
direct product of local regular-IFP rings.

Proof. Suppose that R is regular-IFP and semiperfect. Since R is semiperfect, R
has a finite orthogonal set {e1, e2, . . . , en} of local idempotents whose sum is 1 by
[18, Proposition 3.7.2], i.e., each eiRei is a local ring. Since R is regular-IFP, R is
Abelian and so eiR = eiRei for each i. This implies R =

∑n
i=1 eiR. Then each eiR

is also a regular-IFP ring by Proposition 2.5.
Conversely assume that R is a finite direct product of local regular-IFP rings.

Then R is semiperfect since local rings are semiperfect by [18, Corollary 3.7.1], and
moreover R is regular-IFP by Proposition 2.5. 2



Regular IFP-rings 311

Recall that homomorphic images of regular-IFP rings need not be regular-IFP.
Considering this fact, one may ask whether a ring R is regular-IFP when every
homomorphic image of R is regular-IFP. But the following provides a negative
answer.

Example 2.7. There exists a non-regular-IFP ring R whose factor rings are regular-
IFP. Consider R = T2(D) over a division ring D. Then every non-trivial factor ring

is one of R/J(R) ∼= D ⊕D, R/I ∼= D and R/K ∼= D, where J(R) =

(
0 D
0 0

)
, I =(

D D
0 0

)
,K =

(
0 D
0 D

)
. These factor rings are reduced and so (regular-)IFP. But

R cannot be regular-IFP because R is non-Abelian.

3. Extensions of Regular-IFP Rings

In this section we examine the regular-IFP property of ring extensions that play
roles in noncommutative ring theory.

Regarding Remark 2.3(3), we have the following.

Proposition 3.1. For a ring R the following conditions are equivalent:

(1) R is a reduced ring;

(2) D3(R) is an IFP ring;

(3) D3(R) is a regular-IFP ting;

(4) D3(R) is a unit-IFP ring;

(5) AN(D3(R))B = 0 whenever AB = 0 for A,B ∈ D3(R).

Proof. The equivalences of the conditions (1), (2), and (4) are proved by [15,
Proposition 2.1], and so they are equivalent to (3).

(4)⇒ (5): Suppose that (4) holds and let C ∈ N(D3(R)). Then I3−C ∈ U(D3(R)),
where I3 denotes the identity matrix in D3(R). If AB = 0 for A,B ∈ D3(R), then
A(I3 −C)B = 0 by assumption since I3 −C ∈ U(D3(R)), implying that ACB = 0.

(5) ⇒ (1): Suppose that (5) holds. Assume on the contrary that there exists
0 6= a ∈ R with a2 = 0. We refer to the argument in the proof of [14, Proposition
2.8]. Consider two matrices

A =

a a −1
0 a −1
0 0 a

 and B =

a 0 a
0 a 1
0 0 a


in D3(R). Then AB = 0, but AE12B = aE13 6= 0 for E12 ∈ N(D3(R)), which
contradicts (5). Thus R is reduced. 2

Following Cohn [6], a ring R is called reversible if ab = 0 for a, b ∈ R implies
ba = 0. It is easily checked that reduced rings are reversible and reversible rings
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are IFP. The condition “R is a reduced ring” in Proposition 3.1 cannot be weaken
by the condition “R is a reversible ring” by next example.

Example 3.2. We refer to the construction and argument in [16, Example 2.1].
Let

A = Z2〈a0, a1, a2, b0, b1, b2, c〉
be the free algebra generated by noncommuting indeterminates a0, a1, a2, b0, b1, b2, c
over Z2. Next, let I be the ideal of A generated by

a0b0,a0b1 + a1b0, a0b2 + a1b1 + a2b0, a1b2 + a2b1, a2b2, a0rb0, a2rb2,

b0a0,b0a1 + b1a0, b0a2 + b1a1 + b2a0, b1a2 + b2a1, b2a2, b0ra0, b2ra2,

(a0+a1 + a2)r(b0 + b1 + b2), (b0 + b1 + b2)r(a0 + a1 + a2), and r1r2r3r4,

where the constant terms of r, r1, r2, r3, r4 ∈ A are zero. Now set R = A/I. We
identity

a0, a1, a2, b0, b1, b2, c

with their images in R for simplicity. Then R is reversible by [16, Example 2.1] but
not reduced clearly.

Now, consider

A =

a0 a1 0
0 a0 0
0 0 a0

 , B =

b0 b1 0
0 b0 0
0 0 b0

 ∈ D3(R).

Then AB = 0. But

ACB =

a0 a1 0
0 a0 0
0 0 a0

c 0 0
0 c 0
0 0 c

b0 b1 0
0 b0 0
0 0 b0

 =

0 a0cb1 + a1cb0 0
0 0 0
0 0 0

 6= 0

because a0cb1 + a1cb0 /∈ I, noting C =

c 0 0
0 c 0
0 0 c

 ∈ N(D3(R)). Thus D3(R) does

not satisfy the condition (5) of Proposition 3.1.

Remark 3.3.

(1) Note that D2(R) over a reduced ring R is IFP by [16, Proposition 1.6] and
so it is regular-IFP. Moreover, there exists a non-reduced non-commutative
reversible ring R over which D2(R) is regular-IFP by [15, Example 2.2].

However, the ring S is always regular-IFP when D2(S) is regular-IFP. For,
suppose that D2(S) is regular-IFP and let ab = 0 for a, b ∈ S. For A =(
a 0
0 a

)
, B =

(
b 0
0 b

)
∈ D2(S), we have AB = 0 and so AC(D2(S))B = 0

by assumption. Set C =

(
c 0
0 c

)
for any c ∈ C(S). Then C ∈ C(D2(S)) and

ACB = 0, entailing acb = 0. Thus S is regular-IFP.
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(2) Related to (1) above, there exists a reversible ring R such that D2(R) is not
regular-IFP. Let H be the Hamilton quaternions over R and R = D2(H).
Then R is reversible [16, Proposition 1.6]. We refer to the argument in [16,
Example 1.7]. Consider

A =


(

0 i
0 0

) (
j 0
0 j

)
(

0 0
0 0

) (
0 i
0 0

)
 and B =


(

0 1
0 0

) (
k 0
0 k

)
(

0 0
0 0

) (
0 1
0 0

)


in D2(R). Then AB = 0.

Note that

C =


(
j 0
0 j

) (
0 0
0 0

)
(

0 0
0 0

) (
j 0
0 j

)
 ∈ C(D2(R))

by [13, Lemma 2.1] because

(
j 0
0 j

)
∈ C(D2(H)). But ACB 6= 0, hence

D2(R) is not regular-IFP.

(3) For a ring R and n ≥ 2, let Vn(R) be the ring of all matrices (aij) in Dn(R)
such that ast = a(s+1)(t+1) for s = 1, . . . , n−2 and t = 2, . . . , n−1. Note that

Vn(R) ∼= R[x]
xnR[x] . If R is a reduced ring, then Vn(R) is (regular)-IFP by [17,

Lemma 2.3 and Proposition 3.3], but the converse does not hold in general as
can be seen by the commutative ring Vn(R) over a non-reduced commutative
ring (e.g., Znl for n, l ≥ 2) R for n ≥ 2.

Proposition 3.4.

(1) Let M be a multiplicatively closed subset of a ring R consisting of central
regular elements. Then R is regular-IFP if and only if M−1R is regular-IFP.

(2) Let R be a ring. Then R[x] is regular-IFP if and only if R[x, x−1] is regular-
IFP.

Proof. (1) It comes from the fact that C(M−1R) = M−1C(R).
(2) Recall the ring of Laurent polynomials in x, written by R[x, x−1]. Letting
M = {1, x, x2, x3, . . . }, M is clearly a multiplicatively closed subset of central
regular elements in R[x] such that R[x, x−1] = M−1R[x]. By (1), the proof is
completed. 2

In [15, Example 2.7], we see an IFP ring R over which R[x] is not unit-IFP,
where the ring R is constructed in [12, Example 2]. So the regular-IFPness does
not pass to polynomial rings since regular-IFP rings are unit-IFP. In the following
we see a condition under which the regular-IFPness is preserved by polynomial
rings.
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Proposition 3.5. Let R be a ring.

(1) {c+ c1x+ . . .+ ctx
t ∈ R[x] | c ∈ C(R) for t ≥ 1} ⊆ C(R[x]) and {d0 + d1x+

. . .+ ds−1x
s−1 + dxs ∈ R[x] | d ∈ C(R) for s ≥ 1} ⊆ C(R[x]).

(2) If R[x] is regular-IFP, then so is R.

(3) Let R be a regular-IFP ring such that C(R[x]) = {c+ xN(R)[x] | c ∈ C(R)}.
If R is Armendariz then R[x] is regular-IFP.

Proof. (1) Consider h(x) = c + c1x + . . . + ctx
t ∈ R[x] with c ∈ C(R). Suppose

that h(x)g(x) = 0 for any g(x) = b0 + b1x+ · · ·+ bnx
n ∈ R[x]. Then h(x)g(x) = 0

implies cb0 = 0 and so b0 = 0 since c ∈ C(R). From 0 = h(x)g(x) = (c + c1x +
· · · + ctx

t)(b1x + · · · + bnx
n), we have cb1 = 0 and hence b1 = 0. Continuing this

process, we get b2 = 0, . . . , bn = 0, showing that g(x) = 0. Thus h(x) ∈ C(R[x])
and so {c+ c1x1 + . . .+ ctx

t ∈ R[x] | c ∈ C(R) for t ≥ 1} ⊆ C(R[x]). The proof of
the latter part is similar.

(2) It is routine.

(3) Suppose that R is Armendariz. Let f(x)g(x) = 0 for f(x), g(x) ∈ R[x]. Then
ab = 0 for all a ∈ Cf(x) and b ∈ Cg(x) since R is Armendariz. Hence aC(R)b = 0
by hypothesis. Moreover, aN(R)b = 0 by help of [15, Lemma 1.2(1)]. This implies
that f(x)C(R[x])g(x) = 0, showing that R[x] is regular-IFP. 2

The next example shows that the condition “R is an Armendariz ring” cannot
be dropped in Proposition 3.5(3).

Example 3.6. We use the ring and argument in [12, Example 2]. Let A =
Z2〈a0, a1, a2, b0, b1, b2, c〉 be the free algebra with noncommuting indeterminates
a0, a1, a2, b0, b1, b2, c over Z2. Let B be the set of all polynomials with zero con-
stant terms in A. Next, consider the ideal I of A generated by

a0b0, a1b2 + a2b1,a0b1 + a1b0, a0b2 + a1b1 + a2b0, a2b2,

a0rb0, a2rb2, (a0 + a1 + a2)r(b0 + b1 + b2), r1r2r3r4

where r ∈ A and r1, r2, r3, r4 ∈ B. Set R = A/I, and identify a0, a1, a2, b0, b1, b2, c
with their images in R for simplicity. Then R is (regular-)IFP but not Armendariz,
by [12, Example 2] and [19, Proposition 4.6].

Notice that (a0 + a1x+ a2x
2)(b0 + b1x+ b2x

2) = 0. But

(a0 + a1x+ a2x
2)(1 + c)(b0 + b1x+ b2x

2) = (a0 + a1x+ a2x
2)c(b0 + b1x+ b2x

2) 6= 0

because a0cb1 + a1cb0 /∈ I, noting 1 + c ∈ C(R[x]) as in [15, Example 2.7]. Thus
R[x] is not regular-IFP.

Considering Proposition 3.5, it is natural to ask whether Cf(x) ∩ C(R) 6= ∅
when f(x) ∈ C(R[x]), where R is a given ring. But the answer is negative by the
following.
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Example 3.7. Let A be any ring and R = A× A. Consider a polynomial f(x) =
(1, 0) + (0, 1)x in R[x]. Suppose f(x)g(x) = 0 for g(x) =

∑m
i=0 aix

i ∈ R[x] with
ai = (bi, ci). Then from f(x)g(x) = 0, we obtain f1(x)g1(x) = 0 and f2(x)g2(x) = 0,
where

f1(x) = 1 + 0x, f2(x) = 0 + x, and g1(x) =

m∑
i=0

bix
i, g2(x) =

m∑
i=0

cix
i.

This implies
∑m
i=0 bix

i = 0 and
∑m
i=0 cix

i+1 = 0, so that bi = 0 and ci = 0 for all
i. Thus ai = 0 for all i, and hence f(x) ∈ C(R[x]). But (1, 0), (0, 1) /∈ C(R).

We consider next some equivalent conditions to the regular-IFP property in
relation to the sum of coefficients of polynomials which satisfy some property of
inserting regular polynomials. For f(x) ∈ R[x], let f(1) denote the sum of all
coefficients of f(x).

Proposition 3.8. For a ring R the following conditions are equivalent:

(1) R is regular-IFP;

(2) If f1(x)f2(x) · · · fn(x) = 0 for f1(x), f2(x), . . . , fn(x) ∈ R[x], then the sum of
all coefficients of every polynomial in

f1(x)C(R)[x]f2(x)C(R)[x] · · · fn−1(x)C(R)[x]fn(x)

is zero;

(3) If f(x)g(x) = 0 for f(x), g(x) ∈ R[x], then the sum of all coefficients of every
polynomial in f(x)C(R)[x]g(x) is zero;

(4) If f(x)g(x) = 0 for linear polynomials f(x), g(x) in R[x], then the sum of all
coefficients of every polynomial in f(x)C(R)[x]g(x) is zero;

(5) f(x)g(x) = 0 implies f(x)C(R)[x]g(x) = 0 for linear polynomials f(x), g(x)
in R[x].

Proof. The procedure of the proof is almost similar to one of [15, Proposition 2.8],
but we write it here for completeness. (1) ⇒ (2): Assume that the condition (1)
holds. Let f1(x)f2(x) · · · fn(x) = 0 for f1(x), f2(x), . . . , fn(x) ∈ R[x]. Then we have

f1(1)f2(1) · · · fn−1(1)fn(1) = 0.

By Remark 2.3(1), we have f1(1)C(R)f2(1)C(R) · · · fn−1(1)C(R)fn(1) = 0. This
yields that the sum of all coefficients of every polynomial in

f1(x)C(R)[x]f2(x)C(R)[x] · · · fn−1(x)C(R)[x]fn(x)

is zero.

(2) ⇒ (3), (3) ⇒ (4), and (5) ⇒ (1) are obvious.
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(4) ⇒ (5): Assume that the condition (4) holds. Let f(x) = a0 + a1x, g(x) =
b0 + b1x ∈ R[x] such that f(x)g(x) = 0. Then a0b0 = 0, a0b1 + a1b0 = 0 and
a1b1 = 0. From a0b0 = 0 and a1b1 = 0, we get (a0x)(b0x) = 0 and (a1x)(b1x) = 0;
hence, by (4), we have

a0C(R)b0 = 0 and a1C(R)b1 = 0.(3.1)

From f(x)g(x) = 0, we have

0 = f(1)cg(1) = (a0 + a1)c(b0 + b1) = a0cb0 + a0cb1 + a1cb0 + a1cb1 = a0cb1 + a1cb0

for all c ∈ C(R) by (4) and the equalities (3.1). Therefore f(x)C(R)[x]g(x) = 0. 2

4. Related Topic

Based on Proposition 3.1(5), a ring R is called nilpotent-IFP [8] if aN(R)b = 0
whenever ab = 0 for a, b ∈ R. Every unit-IFP ring is nilpotent-IFP by the proof of
Proposition 3.1 and this direction is irreversible by [15, Example 2.5]. For a unit-IFP
(or regular-IFP) ring R, we have N0(R) = N∗(R) = N∗(R) by [15, Theorem 1.3(1)].
But there exists a unit-IFP (hence nilpotent-IFP) ring R such that N0(R) ( N(R)
and N(R) * J(R), by [15, Example 1.1]. The following partially extends the result
of [15, Theorem 1.3].

Theorem 4.1. For a nilpotent-IFP ring R, we have the following.

(1) N0(R) = N∗(R) = N∗(R).

(2) J(R[x]) = N0(R[x]) = N∗(R[x]) = N∗(R[x]) = N0(R)[x] = N∗(R)[x] =
N∗(R)[x] = N0(R)[x] ⊆ J(R)[x]. Moreover, J(R[x]) = J(R)[x] when J(R)
is nil.

Proof. (1) Let a ∈ N∗(R). Then an = 0 for some n ≥ 1 and RaR ⊆ N∗(R) ⊆ N(R).
Since R is nilpotent-IFP,

a(RaR)a(RaR)a · · · a(RaR)a(RaR)a = 0,

and hence (RaR)2n−1 = 0 and so a ∈ N0(R). Thus we have N0(R) = N∗(R) =
N∗(R).

(2) By help of [1, Theorem 1] and [5, Corollary 4], we have J(R[x]) ⊆ N∗(R)[x] and
N0(R)[x] = N0(R[x]), respectively. By (1) and the facts that N∗(R[x]) ⊆ N∗(R[x]),
N∗(R[x]) ⊆ J(R[x]), and N∗(R)[x] ⊆ J(R)[x]. Thus we get

J(R[x]) ⊆ N∗(R)[x] = N∗(R)[x] = N0(R)[x]

= N0(R[x]) ⊆ N∗(R[x]) ⊆ N∗(R[x]) ⊆ J(R[x]),

and so

J(R[x]) = N∗(R)[x] = N∗(R[x]) = N0(R[x])

= N∗(R[x]) = N∗(R)[x] = N0(R)[x] ⊆ J(R)[x].
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Moreover, J(R[x]) = J(R)[x] since J(R) = N∗(R) when J(R) is nil. 2

Notice that J(R[x]) is always nil in any nilpotent-IFP ring R by Theorem 4.1(2).
On the other hand, Hong et al. [9] consider the duo property on the monoid of

regular elements as follows. They call a ring R right (resp., left) duo on regularity
(simply, right (resp., left) DR ) if C(R)a ⊆ aC(R) (resp., aC(R) ⊆ C(R)a) for all
a ∈ R; and a ring is called DR if it is both left and right DR. Thus it is clear that
a ring R is DR if and only if C(R)a = aC(R) for all a ∈ R. A ring R is clearly DR
when C(R) is contained in the center of R. Division rings are clearly DR.

Proposition 4.2. Every one-sided DR ring is regular-IFP.

Proof. Suppose that R is a right DR ring and let ab = 0 for a, b ∈ R. Then
a(C(R)b) ⊆ a(bC(R)) = 0 since R is right DR. The proof is done as desired. The
proof for the case of left DR is similar to the above. 2

Notice that the converse of Proposition 4.2 does not hold in general by the next
example.

Example 4.3. Let R be the Hamilton quaternions over Z. Then R is a domain
and so regular-IFP. But R is not right DR by [9, Example 2.5(1)]. Moreover R is
also not left DR by a similar argument to [9, Example 2.5(1)].

Consider the group ring KQ8, where K is a field and Q8 denotes the quaternion
group.

Corollary 4.4. For a field K of characteristic 0 and R = KQ8, the following
conditions are equivalent:

(1) R is DR;

(2) R is regular-IFP;

(3) R is unit-IFP;

(4) R is nilpotent-IFP;

(5) R is Abelian;

(6) The equation 1 + x2 + y2 = 0 has no solutions in K;

(7) R is isomorphic to a finite direct product of division rings;

(8) R is reduced.

Proof. The equivalences of (1), (5), (6), (7) and (8) are shown in [9, Proposition
2.13]. (1) ⇒ (2) comes from Proposition 4.2. (2)⇒ (3) is obvious, and (3) ⇒ (4) is
noted above. (4) ⇒ (5) is proved by [8, Proposition 1.5(1)]. 2

Acknowledgements. The authors thank the referees deeply for very care-
ful reading of the manuscript and valuable suggestions in depth that improved



318 H. K. Kim, T. K. Kwak, Y. Lee and Y. Seo

the paper by much. The second author was supported by the National Re-
search Foundation of Korea(KRF) grant funded by the Korea government(MSIT)
(No.2019R1F1A1040405).

References

[1] S. A. Amitsur, Radicals of polynomial rings, Canad. J. Math., 8(1956), 355–361.

[2] R. Antoine, Nilpotent elements and Armendariz rings, J. Algebra, 319(2008), 3128–
3140.

[3] E. Armendariz, A note on extensions of Bear and p.p.-rings, J. Austral. Math. Soc.,
18(1974), 470–473.

[4] H. E. Bell, Near-rings in which each element is a power of itself, Bull. Austral. Math.
Soc., 2(1970), 363–368.

[5] V. Camillo, C. Y. Hong, N. K. Kim, Y. Lee and P. P. Nielsen, Nilpotent ideals in
polynomial and power series rings, Proc. Amer. Math. Soc., 138(2010), 1607–1619.

[6] P. M. Cohn, Reversible rings, Bull. London Math. Soc., 31(1999), 641–648.

[7] K. R. Goodearl, Von Neumann regular rings, Pitman, London, 1979.

[8] J. C. Han, Y.-Y. Jung, Y. Lee and H. J. Sung, Insertion-of-factors-property with
factors nilpotents, Korean J. Math., 22(2014), 611–619.

[9] C. Y. Hong, H. K. Kim, N. K. Kim, T. K. Kwak and Y. Lee, Duo property on the
monoid of regular elements, (submitted).

[10] C. Huh, H. K. Kim and Y. Lee, p.p. rings and generalized p.p. rings, J. Pure Appl.
Algebra, 167(2002), 37–52.

[11] C. Huh, N. K. Kim and Y. Lee, Examples of strongly π-regular rings, J. Pure Appl.
Algebra, 189(2004), 195–210.

[12] C. Huh, Y. Lee and A. Smoktunowicz, Armendariz rings and semicommutative rings,
Comm. Algebra, 30(2002), 751–761.

[13] S. U. Hwang, N. K. Kim and Y. Lee, On rings whose right annihilators are bounded,
Glasg. Math. J., 51(2009), 539–559.

[14] Y. C. Jeon, H. K. Kim, Y. Lee and J. S. Yoon, On weak Armendariz rings, Bull.
Korean Math. Soc., 46(2009), 135–146.

[15] H. K. Kim, T. K. Kwak, Y. Lee and Y. Seo, Insertion of units at zero products, J.
Algebra Appl., 16(2018), 1850043, 20 pp.

[16] N. K. Kim and Y. Lee, Extensions of reversible rings, J. Pure Appl. Algebra,
185(2003), 207–223.

[17] N. K. Kim, K. H. Lee and Y. Lee, Power series rings satisfying a zero divisor property,
Comm. Algebra, 34(2006), 2205–2218.

[18] J. Lambek, Lectures on rings and modules, Blaisdell Publishing Company, Waltham,
1966.

[19] M. B. Rege, S. Chhawchharia, Armendariz rings, Proc. Japan Acad. Ser. A Math.
Sci., 73(1997), 14–17.


