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Feature Selection for Abnormal Driving Behavior 

Recognition Based on Variance Distribution of  

Power Spectral Density
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Abstract : The detection and recognition of abnormal driving becomes crucial for achieving safety 

in Intelligent Transportation Systems (ITS). This paper presents a feature extraction method 

based on spectral data to train a neural network model for driving behavior recognition. The 

proposed method uses a two stage signal processing approach to derive time-saving and efficient 

feature vectors. For the first stage, the feature vector set is obtained by calculating variances 

from each frequency bin containing the power spectrum data. The feature set is further reduced 

in the second stage where an intersection method is used to select more significant features that 

are finally applied for training a neural network model. A stream of live signals are fed to the 

trained model which recognizes the abnormal driving behaviors. The driving behaviors considered 

in this study are weaving, sudden braking and normal driving. The effectiveness of the proposed 

method is demonstrated by comparing with existing methods, which are Particle Swarm 

Optimization (PSO) and Convolution Neural Network (CNN). The experiments show that the 

proposed approach achieves satisfactory results with less computational complexity.
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Ⅰ. Introduction

More than 1.2 million people die in road 

accidents each year [1]. Majority of these 

accidents are caused by human factors 

including drivers’ reckless driving behaviors. 

The World Health Organization (WHO) warns 

that road accidents will rank 7th by 2030 as 

the leading cause of death in the world unless 

effective action is taken. A possible way of 

dealing with this catastrophe is the monitoring 

of drivers’ behavior so as to eliminate culprits 

before they cause any significant damage. 

Various methods based on machine learning 

techniques have been suggested to achieve 

abnormal driving recognition [2-7]. There is 

no doubt that machine learning techniques are 

known to be very powerful. However, they 

require an informative set of features that 

have to be applied for a model to perform 

efficiently and effectively. The applied inputs 

can slow down the model or cause unrealistic 

results if it is not optimally selected.

In this paper, we set out to use spectral 

features that exhibited good performance in 

[8-10]. These features are used as inputs to a 

neural network model for driving behavior 

recognition. The choice of a sensor is another 
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issue that could affect the reliability of the 

system. It is well-known that Global 

Positioning Systems (GPS) sensors are subject 

to environmental obstructions [11-13], and 

thus we eliminate the use of GPS sensors. 

Instead, this work utilizes the built-in IMU 

sensors of a smart phone to collect the 

accelerometer data while driving a car. For the 

driving conditions, we consider weaving, 

sudden braking, and normal driving, which are 

commonly taken in existing works [14-20]. 

The rest of the paper is organized as 

follows. The related work is reviewed in 

Section II. In Section III, the proposed 

algorithm is described in detail. Section IV 

presents a set of experimental results 

compared with existing methods. Finally, the 

paper is concluded in Section V. 

This paper is an extension of work 

originally presented in the 14th IEEE 

Conference on Industrial Electronics and 

Applications [18].

Ⅱ. Related Work

Features applied to a machine learning 

algorithm are very critical to its performance. 

For this reason, various features have been 

investigated in regards to driving behavior 

recognition. For example, in [2], researchers 

used the approximate entropy of sliding 

windows from steering wheel angles as 

features to train a binary decision classifier. 

Another researcher used synthetic sequences 

generated on the road maps to build a 

stochastic competitive learning algorithm for 

the detection of drunk driving [4]. The 

algorithm [4] achieved high detection rates 

under lab environment. But it is unclear that 

the algorithm can also achieve the same 

results in real driving scenarios. The 

researchers in [5] used templates generated 

from time series data as inputs to a dynamic 

time warping algorithm.

In this paper, unlike the aforementioned 

Fig. 1 Setup for data collection

approaches, we set out to determine thresholds 

for driving abnormality using spectral data. The 

use of spectral data has not been investigated 

in driving behavior recognition. However, in 

[8], it has shown remarkable results in music 

identification, where local descriptors of the 

Scale Invariant Feature Transform (SIFT) were 

computed from spectrogram images. The 

algorithm exhibited good performance in terms 

of robustness, accuracy and speed. 

Researchers in [9] used a spectrogram based 

feature extraction approach to train a deep 

learning model for learning human activity 

recognition. 

We noted that the scientific findings in [10] 

about the use of spectral analysis to 

investigate brain activity were encouraging for 

advancing the understanding of autism 

disorders. Therefore, we set out to apply a 

similar concept to driving behavior recognition.

Ⅲ. Development of Algorithm 

1. Setup for data collection

The accelerometer data readings are 

recorded using the built-in IMU sensor of a 

Samsung S5 smart phone. The phone is 

attached to the steering wheel of the vehicle 

as shown in Fig. 1. Using the MATLAB mobile 

phone application, we set the data transmission 
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Fig. 2 A sample of 3-axial raw data recorde

to 64Hz and record the vehicle’s acceleration 

while executing three types of driving 

behaviors. That is, 59, 73 and 71 segments of 

data are recorded for sudden braking, weaving, 

and normal driving, respectively.

Fig. 2 shows a 20-second sample of the 

3-axial data that is recorded using the smart 

phone. For this experiment, we choose to use 

one axis (Z-axis) data to reduce the 

computational burden.

2. Feature extraction based on PSD

We create a data bank of N segments 

containing driving data. As mentioned before, 

only the Z-axis data are used in this work to 

reduce computation burden. For each segment, 

a PSD matrix of size ×, denoted by  

(     ), is generated using the Short Time 

Fourier Transform (STFT) where a hamming 

window of 50% overlap is considered to 

suppress spectral leakage. A set of variances 

representing the distribution of the spectral 

data belonging to frequency bins of   , is then 

obtained as a feature vector  whose 

components are calculated by:


  



  




  

 for      (1)

with 

  



  




  (2)

Fig. 3 Concept for obtaining intersecting data

Fig. 4 Distribution of intersecting points across 

the PSD bins

where 
 is the element in the j-th row and 

k-th column of   .

3. Feature subset generation

Upon obtaining the sets  , the intersection 

among the feature sets is done in order to 

determine the commonly occurring data as 

illustrated in Fig. 3. The distribution of the 

intersecting data is analyzed for each driving 

behavior.

Fig. 4 shows the distribution of the 

intersecting data with the regions of higher 

variances marked out. We consider these 

regions to contain the significant 

characteristics for the driving behaviors. 

Therefore, using the intersecting data, features 
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Fig. 5 Feature selection algorithm

Fig. 6 The overall flow of proposed lgorithm

are selected depending on the marked regions 

that represent the PSD bin indices. This choice 

also depends on the maximum value from the 

data per given segment. From the intersecting 

data, the maximum values of weaving, sudden 

braking, and normal driving are given by 1.2, 

True
label

Sudden
braking 51 5 1

Weaving 6 68 0

Normal
driving 2 0 70

Sudden
braking Weaving Normal

driving

Predicted label

Table 1. Training result with proposed feature 

selection method

0.2 and 0.03, respectively. These values are 

the thresholds that determine the percentage 

of data to select from the regions across the 

PSD bin index. The resulting algorithm for 

feature selection is illustrated in Fig. 5. 

Using the algorithm depicted in Fig. 5, the 

final feature sets, ′, are used as input 

features to train a neural network model. Table 

1 shows the training result using the features 

extracted by the proposed method. It is noted 

that, out of 59 segments for sudden braking, 6 

were misclassified as weaving, and 2 were 

misclassified as normal driving. For 73 weaving 

segments, 5 were misclassified as sudden 

braking. Only one of 71 normal driving 

segments was misclassified.

Fig. 6 summarizes the overall flow of the 

proposed method in this paper.

Ⅳ. Experimental results 

In this section, the performance of the 

proposed method is demonstrated by comparing 

with two existing methods, PSO and CNN. 

1. Feature selection using PSO search method

Firstly, the proposed method is compared 

with the existing PSO search method which 

was used for feature selection in [21]. The 

parameters for experiment are set as shown in 

Table 2. PSO is an optimization tool that uses 

the concept of neighbourhood and individual 

i n te l l i gence in  a  given  search space to 

determine the optimum solution. The indices of 



대한임베디드공학회논문지  제 15권 제  3호  2020년  6월 123

Parameter Value 

Population size 20

Iterations 20

Mutation type bit-flip

Mutation probability 0.01

Inertia weight 0.33

Socail weight 0.33

Individual weight 0.34

Table 2. Parameters for PSO search method

True

label

Sudden

braking
19 2 0

Weaving 34 69 2

Normal

driving
6 2 69

Sudden

braking
Weaving

Normal

driving

Predicted label

Table 3. Training results with PSO features

features are considered as the search space to 

be selected.  Final  feature sets ′,  each 

containing 65 attributes out of 129 initially 

supplied, are selected.

Table 3 shows the results with a neural 

network using the features selected by PSO. It 

can be observed that more than half of the 

sudden braking segments are misclassified as 

Weaving.

2. Feature selection using CNN

Another feature selection is carried out 

using a Convolution Neural Network called 

AlexNet. In this case, 20% of the data from 

each class is used for training. Finally, the 

entire dataset is fed to the neural network for 

classification and the results are summarized in 

Table 4.

3. Experimental results with proposed method

The proposed method is implemented using 

MATLAB. The final feature sets are applied as 

inputs to a pattern recognition network with 

the hidden layer size set to 25 and epochs set 

to 52. In this experiment, 70% of the data set 

True

label

Sudden

braking
53 5 2

Weaving 6 68 2

Normal

driving
0 0 67

Sudden

braking
Weaving

Normal

driving

Predicted label

Table 4. Training results with CNN features

Accuracy(%)

Proposed PSO CNN

SD 86 32 90

W 93 94 93

ND 99 97 94

Overall 93.1 77.3 92.6

Table 5. Accuracy of driving behavior recognition

is used for training, 15% for testing, and 15% 

for validation, as suggested in [22]. The 

resulting models are tested on 619 segments 

of streaming data. Fig. 7 illustrates the 

summary of results using the proposed feature 

selection method as well as the existing PSO 

and CNN methods. 

In Table 5, the recognition accuracy for 

three driving behaviors (sudden braking(SD), 

weaving(W), and normal driving(ND)) are 

summarized. 

The overall accuracy is calculated based on 

the confusion matrix standard formula as 

below:

 


 (3)

where TP, TN and total denote true 

positives, true negatives, and total number of 

segments, respectively. True positives refer to 

the number of observations that are positive 

and are predicted to be positive. True 

negatives refer to the number of observations 

that are negative and are predicted to be 

negative.

As shown in Table 6, the use of CNN 

features achieved as high accuracy as the 

proposed method. However, CNN takes the 
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Fig. 7 Summary of results with different feature selection methods

Method
Number of 

iterations
Accuracy(%)

Using CNN features 100 92.6

Using PSO features 29 77.3

Proposed method 44 93.1

Table 6. Summary of experimental results

highest number of iterations. The model 

trained using PSO takes the least number of 

iterations, while achieving a lower accuracy as 

compared to the rest. Therefore, the 

experimental results conclude that the 

proposed method can offer a more effective 

recognition performance as compared to the 

existing methods.

Ⅴ. Conclusion

In this paper, spectral features selected 

from acceleration data measured by built-in 

sensors of a smart phone have been used to 

recognize the driving behaviors: weaving, 

sudden braking and normal driving. The 

contributions from this paper can be 

summarized as below: 

• Feature selection based on variance 

distribution of power spectral density and 

• The use of only accelerometer data to 

classify driving behavior. 

Future work will focus on improving the 

recognition accuracy as well as the real-time 

implementation on mobile phones under 

different environment and various noise levels. 
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