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Abstract

Recently, with the growth of mixed reality industrial infrastructure, relevant convergence research has 

been proposed. For real-time mixed reality services such as remote video conferencing, the research on 

real-time acquisition-process-transfer methods is required. This paper aims to implement an AR remote 

rendering method of volumetric 3D video data. We have proposed and implemented two modules; one, the 

parsing module of the volumetric 3D video to a game engine, and two, the server rendering module. The 

result of the experiment showed that the volumetric 3D video sequence data of about 15 MB was 

compressed by 6-7%. The remote module was streamed at 27 fps at a 1200 by 1200 resolution. The results 

of this paper are expected to be applied to an AR cloud service.
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1. Introduction 

AR (augmented reality), along with AI, Big-data, and 5G Network, is a core technology that is leading 

the 4th industrial revolution, and it realizes mixed reality services. With the construction of 5G network 

infrastructure, it is possible to provide ultra-high speed and ultra-connected AR services with an ultra-low 

delay. It is expected to grow vastly with real-time services of mixed reality [1][2]. Traditionally, directly 

the AR service implementation methods load the 3D data stored in client device. Due to the limitation of 

client device hardware spec, optimization of the 3D data is required, so the quality may be degraded. 

Therefore, recently, a variety of cloud-based AR remote rendering technologies have been proposed. This 

is a new mixed reality service technology that enables high-quality interactive 3D data to be rendered in 

the cloud server and streamed to a client device in real time [3-5].

2. BACKGROUND THEORY

2.1 Volumetric 3D Video
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Volumetric 3D Video is a technology that captures 3D space. There is a method of using multiple RGBD 

cameras as a volumetric 3D video capture system [5][8]. Figure 1 (a) shows the volumetric 3D video 

acquisition process. First, since it uses multiple RGBD cameras, it is a genlock sync process. In a system 

using two or more cameras, the slave sync generator is synchronized with the master sync generator. In 

order to prevent the time difference between devices, it is connected to each video signal generator through 

a sync generator [9]. Secondly, RGB and depth information is obtained from a synchronized multiple 

RGBD camera, and extrinsic parameters (R, t) are obtained through a calibration process. Calibration is the 

process of matching the coordinate system of each camera to one coordinate system [10]. In general, a 

charuco board that combines a QR code and a chess board is used. To obtain (R, t) values based on the 

reference camera, pose estimation is performed on the charuco board. After calculating the affine 

transformation between the camera and the board, a matched 3D point cloud is obtained. Figure 1 (b) shows 

the calibration process using a charuco board. Figure 1 (c) shows the generated 3D point clouds.

(a) (b)

(c)

Figure 1. Volumetric 3D Video System (a) Workflow (b) Calibration (c) 3D Point Cloud 

Sequence Files from Volumetric 3D Video Capture

2.2 AR Remote Rendering
In general, a mixed reality implementation is a method in which 3D data is stored in a client device and 

loaded. In this case, since the specifications of the client are limited, it is implemented through mesh 

optimization of 3D data. As another method, a method of rendering 3D data on a server and rendering it to 

a remote client has been proposed. This can improve rendering quality by using a powerful server. This 

method is generally expressed in terms of cloud rendering, server rendering, and remote rendering. S. Shi 

et al. [3] shows the concept of the remote rendering method according to the 3D data type as shown in Table 

1. Model-based rendering is a method of transmitting 3D data (mesh or point cloud) to a client. The client 

needs powerful hardware for 3D graphics rendering, and the server computes 3D data processing. There 

are original model, partial model, simplified model, and point cloud [11-13]. Image-based rendering is a 

method of rendering all 3D models on the server and sending only the information of the images to the 
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client. Therefore, hardware for 3D graphic rendering is not required on the client. There are multiple depth 

images, depth image, environment map, and image impostor methods [14-15].

Table 1. Classify remote rendering based on 3d data types

Rendering Type Data Type
Network Bandwidth

Computation On Clients

Model-based 
Rendering

Original Model High

Partial Model ↑

Simplified Model

Point Cloud

Image-based 
Rendering

Multiple Depth Images

Depth Image

Environment Map ↓

Imaged Impostor Low

3. PROPOSED METHOD

In this paper, we propose two methods. The first is for parsing volumetric 3D video data in real time to 

a game engine. The second method is to render peer to peer from a game engine through WebRTC. Figure 

2 shows the AR remote rendering workflow from a volumetric capture system to clients. The volumetric 

capture system generates point cloud binary data at a rate of 30 fps. The game engine running on the server 

performs real-time parsing and creates a virtual camera looking at the object. At this time, the virtual camera 

was able to work with the client's location value. The virtual camera is streamed to a mobile client web 

browser by using peer-to-peer WebRTC. Its streaming data is the 2D scene video information viewed by 

the client.

Figure 2. Proposed Method

3.1 Parsing Module
Data output from the volumetric capture system requires the compression process for real-time parsing. 

Figure 3 shows the proposed parsing module. The proposed system compresses in the divider module and 
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generates binary data. And these transmit to the game engine parsing module.

Figure 3. Proposed ‘Parsing’ Method

The divider module compresses through the data comparison operation. The 3D data sequence is divided 

into an overlap section and an add section by comparing previous frame data and current frame data. The 

overlap part is not updated in the parsing module, and the data parsed in the previous frame is used. Only 

the add part is parsed. Figure 4 shows the concept of the overlap part and the add part.

Figure 4. Proposed ‘Divider’ Method

One 3D frame data is composed of multiple point clouds. Each point cloud compares the �, �, �

coordinate values and the �, �, � color values. For the data comparison operation, the �������� value is 

obtained. The �������� is a representative value of each 3D frame data. This is the calculation method of 

the �������� in Equation 1.

�������� =  10��� + 10��� + 10��� + 10�� + 10�� + 10��  (�, �, �, �, �, � ≥  0) (1)

Here, �, �, � each have vertex values represented by 8 digits, and �, �, � each have color values 

represented by 3 digits. Therefore, the �������� is the only feature value. Equations 2 and 3 show the 

comparison operation of the divider module.

��  =  { ��, ��, . . . ��} (2)
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�� in equation 2 is a set consisting of n points in the f-th frame. ��
� is an arbitrary element value of ��. 

Equation 3 defines the overlap part and the add part. If the difference between ��
� and ����

� is 0, it is the 

overlap part. Conversely, if the operation result is not 0, it is the add part.
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3.2 Server Rendering Module
Figure 5 shows that video output from the game engine's virtual camera is streamed to the client based 

on WebRTC. WebRTC is an open framework for the web that supports Real-Time Communications (RTC) 

functionality in the browser. Supports transmission of video, voice and general data in peer to peer method. 

It is also implemented as an open web standard and is provided as a JavaScript API in the browser [16-17]. 

The virtual camera streams the video by applying the client's location value. At this time, the video is 2D 

scene information. The location value is divided into position data and rotation data. The position data 

transfers the client's position value using SLAM (Simultaneous localization and mapping). The rotation 

data transmits accelerometer data and gyroscope data of the IMU sensor embedded in the client.

   

Figure 5. Proposed ‘Rendering’ Method

4. EXPERIMENT AND RESULT

4.1. Experiment Environment

Table 2 shows the experimental environment. The communication environment used Wi-Fi. Server 

specifications are as follows. The processor used Intel Core i7-8700 CPU @ 3.20GHz, and the GPU used 

NVIDIA GeForce RTX 2060. The memory used was 16GB RAM. The 3D data used in the experiment has 

a size of 13 to 14 MB per frame. The client used Samsung Galaxy Note 10+ (SM-N976 N) for experiments 

in the mobile environment. The rendered video was implemented in the Chrome Mobile Web Browser, and 

the experimental measurement tool used 'Google DevTools' in a mobile debugging environment [18-21].

\

Table 2. Experiment Environment

Classification Information

Server

CPU Intel i7-8700 CPU@ 3.20GHz

GPU NVIDIA GeForce RTX 2060

RAM 16GB

3D 

Model 

Data

Type Binary

Structure (x, y, g, r, g, b)

Size 13-14MB

Rendering 

Resolution
1200 by 1200

Network Wi-Fi

Used Browser Google “Chrome”

Mobile Device SM-N976N (Samsung Galaxy Note 10+)
Analysis Program Google DevTools

4.2. Experiment Result
The results of the experiment are split into three parts. The first part (figure 6) shows the results of the 

divider module experiment. The second (figure 7) explains the results of the initial delay time, whilst the 
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final section (figure 8) introduces the results of the server rendering speed time.
The line graph below (figure 6) shows two lines. The lower line represents the parsing data with divide 

module (PDDM) and the above live shows the original data (OD). The result showed that the PDDM line 
is more compressed by between 1-2 MB for each frame than that of the OD line.

Figure 6. Divider Module Experiment Result

Figure 7 shows the result of measuring the initial delay time. The experiment was conducted in Google 

Chrome browser of the Samsung Galaxy Note 10+ 5G. Wireshark was used to analyze the packet 

transmission. The I/O graph shows packets per second over time. The experimental result showed that the 

initial delay time was 4 seconds.

Figure 7. Initial Delay Time Result (I/O Graph)

Figure 8 shows the streaming speed results using the WebRTC. As a result of the experiment, it was 

confirmed that the mobile web browser rendered at a rate of about 25 -27 fps.
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Figure 8. Server Rendering Speed Result

5. CONCLUSION

There have been previous studies, and the result of this study shows the possibility of the applicability 

of AR cloud service. This study is meaningful for a server-client service of volumetric 3D capture system

data. The proposed method is as follows. The first is a server real-time parsing method of sequence 3D data 

obtained from volumetric 3D capture. The second is a method of rendering from a server to a mobile web 

client. Additional research is required for the complete augmented reality service in the mobile web browser. 

First, it is necessary to implement the camera permission of the smart mobile phone in the browser. Second, 

cross platform support is required. Finally, multi-client should be supported.
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