
Ⅰ. Introduction 

Currently, Human Resource (HR) is playing a vital 
role in aligning HR strategies with organizational 
strategies (Gupta, 2017; Momin and Mishra, 2015; 
Reddy and Lakshmikeerthi, 2017). Many organ-

izations believed that HR was not a “profit center” 
because HR practitioners lacked the HR metrics to 
evaluate the employee value (Becker and Gerhart, 
1996; Masese and UttaM, 2016; Stuart, 2005). 
Furthermore, Friedman (2017) presented the graph 
to explore that technology increased at a faster rate 
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while HR has changed at a slower rate (Deloitte 
University, 2017). Therefore, HR needs to transform 
itself and tangible HR activities. HR must turn their 
roles into professionals or experts, and position them-
selves as a strategic partner through data analytics. 
Strategic HR aims to create a competitive advantage 
through Business Intelligence (BI) on the “people 
side” (Batarliene et al., 2017; Smith, 2013). Similarly, 
a survey of 359 North American organizations in 
2006 reported that BI or data analytics adoption was 
becoming one of the top five successful practices 
in deriving organization value from data assets 
(Khatri and Brown, 2010). Moreover, Deloitte 
University (2018) stated that HR, also known as data 
or information on people, generated plentiful oppor-
tunities, and Harvard Business Review (2014) re-
ported that 48% of 230 executives would be investing 
in data analytics in HR. The data analytics in HR 
has various labels, such as HR analytics, HR in-
telligence, workforce analytics, talent analytics, HR 
research, and people analytics (Falletta, 2014). 
However, a widespread label is “HR analytics” or 
“HRA” which is defined as “an evidence-based ap-
proach for making better decisions on the people 
side of the business; it consists of an array of tools 

and technologies, ranging from a simple report of 
HR metrics all the way up to predictive modelling” 
(Bassi, 2011). While the data analytics trend is rising 
in several business lines, such as Marketing and 
Finance, many organizations have rarely taken bene-
fits from HRA, and the more sophisticated the ana-
lytics are, the lower percentage they use in HR 
(Kapoor and Kabra, 2014). Therefore, organizations 
must support the adoption of HRA to get an insight 
from the HR data, focus on the internal environment, 
such as existing technologies and HR practice, and 
promote HRA to play a strategic role in data-driven 
decision-making (Falletta and Combs, 2020). Mukundan 
(2017) presented the type of HRA, similar to Business 
Analytics (BA), with an analytics continuum in 2012 
by Gartner Consulting, as shown in <Figure 1>.

As shown in <Figure 1>, descriptive analytics gives 
an idea to the question “What is happened?” or “What 
is happening?” This type was schemed by traditional 
Business Intelligence (BI) and data visualization. 
Diagnostic analytics answer the question “Why it 
happened?” These analytics types elevate the depth 
of the descriptive data and explain the problems’ 
origin. Predictive analytics or analysis of future sce-
narios answer “What will happen?” and are based 

<Figure 1> HRA Types Aligned with BA
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on historical data that can predict the future. 
Prescriptive analytics examines data or contents to 
answer the question “What should be done?” or 
“What can we do to make it happen?” (Gartner, 
2018; Mukundan, 2017).

Technology and innovation adoption have recently 
received more attention for more than three decades. 
There was a rapid change in HR research, and many 
studies have researched HRA topics related to tech-
nology, innovations, systems, policies, programs, 
processes, or services. Since an organization made 
a shift toward HRA, and it was defined as “innovation” 
many years ago. Davenport (2006) identified HRA 
as a “complex innovation,” and several scholars de-
fined HRA as an “innovation.” The organizations 
have faced challenges in HRA adoption. The possible 
HR optimization solutions positively affected HRA 
rising from 12% to 40% in 2017, and HRA is a 
new role added to all organizations in 2020 (Sierra, 
2014; Sierra, 2018). Rogers (2003) and Rogers (2010) 
defined adoption as “a decision to make full use 
of an innovation or technology in terms of both 
product and processes as the best course of action 
available.” Other scholars defined it as “an attributed 
to the decision made to use new systems to implement 
in projects and organizations” (Almarri et al., 2019; 
Hosseini et al., 2016). HRA was related to the terms 
of both “Technology” and “Innovation.” Renaud and 
Van Biljon (2008) restated the definition of technol-
ogy adoption as “a multi-phase process starting with 
the user becoming aware of the technology, and end-
ing with the user embracing the technology and mak-
ing full use of it.” In sum the existing literature con-
firms that HRA adoption was identified as technology 
innovation.

According to the previous studies of technology 
or innovation adoption, technology acceptability 
should be perceived before using it, while technology 

acceptance should be perceived after using it (Distler 
et al., 2018; Nadal et al., 2019; Wang et al., 2015). 
Two fundamental phases of adoption and acceptance 
stages (adoption awareness or adoption intention) 
were the prior stage to the adoption decision (accept 
or reject). Halper and Stodder (2015) presented five 
stages of data analytics adoption in the analytics ma-
turity model by Transforming Data With Intelligence 
(TDWI) involving “Nascent,” “Pre-Adoption,” “Early- 
Adoption,” “Corporates Adoption,” and “Mature 
Visionary.” Other scholars proposed three stages of 
innovation adoption: “Pre-Adoption,” “Adoption- 
Decision,” and “Post-adoption” (Rogers, 2003) that 
is similar to Hameed et al. (2012) who proposed 
the model of technology adoption in a sequence of 
three stages: (1) Initiation; (2) Adoption Decision; and 
(3) Implementation. Besides, HRA adoption proc-
esses aligning with the IT innovation adoption recog-
nized three stages: “Initiation,” “Adoption-Decision,” 
and “Implementation” (Hameed et al., 2012; Rogers, 
1995). Therefore, this study integrated the analytics 
maturity model of Halper and Stodder (2015) with 
a three stages IT innovation adoption process involving 
“Initiation” or “Pre-Adoption,” “Adoption-Decision,” 
and “Implementation” or “Post-adoption,” as shown 
in <Figure 2>.

As shown in <Figure 2>, a three-stage IT in-
novation adoption process was presented. Firstly, 
“Initiation” or “Pre-Adoption,” represents the ana-
lytics environment before HRA adoption. Secondly, 
“Adoption-Decision” is the associated decision unit 
in activities that result in acceptance or rejection. 
Lastly, “Implementation” or “Post-adoption” repre-
sents that the HRA transforms into a strategic func-
tion, and the HR employees get involved. This stage 
ends with the HRA becoming established in organ-
izations and employees operate it daily (Halper and 
Stodder, 2015; Hameed et al., 2012; Rogers, 1983). 
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Lee et al. (2016) adverted Information System or 
IS research focused on individuals, teams, and organ-
izations' adoption, such as Electronic Data Interchange, 
Cloud Computing, and FinTech to identify and un-
derstand the factors affecting the acceptance and ac-
tual use of IS. Davenport (2019) posited HR depart-
ments as the initiative to adopt HRA that “they are 
making use of advanced analytical methods like pre-
dictive and prescriptive models, and even artificial 
intelligence.” Similarly, Huselid (2018) justified using 
data analytics in HR to make certain that it focuses 
on this analytics beyond the HR function. 

There are many HRA in qualitative studies, such 
as case studies and interviews, while the HRA empiri-
cal studies at an organizational level are far more 
limited. Many case studies were proposed. For exam-
ple, Fiocco (2017) explored the spread of HRA within 
the HR function of one a massive Swedish-based 
multinational corporation (MNC) based on the DOI 
theory by Rogers (2003). Malini (2018) conducted 
a case study of selected Indian organizations and 
focused on understanding the adoption of HRA or-
ganizations in its present scenario. Ruohonen (2015) 
explored and identified the possible business benefits 
of implementing predictive analytics in the HR area 
conducting four case studies. Molefe (2014) con-
ducted the exploratory study to measure HRA usage 
levels through qualitative studies in 15 large organ-
izations in South Africa. Gustafsson (2012) conducted 
research to gain knowledge and insight regarding 
its current practice of Workforce Analytics (WA) 
in Swedish companies. On the other hand, few em-
pirical studies were conducted. Vargas et al. (2018) 

studied the individual adoption of HRA in the early 
stages of innovation based on an innovation theory 
by Rogers (2003) and Theory of Planned Behavior 
(TPB) by Ajzen (1991) in order to examine the in-
dividual’s decision to adopt HRA in the early stages. 
Saraswathy et al. (2017) explored the factors con-
tributing to the application of HRA, and the concept 
of HRA with contingency factors of influence. 
Alamelu et al. (2017) categorized the factors involved 
in the adoption of HRA to create a better awareness 
of usage of analytics in the organization and to extend 
the literature on the adoption of innovation at the 
individual level of HRA, both academics, and 
practitioners. Vargas (2015) studied why HR pro-
fessionals did not use HRA to improve organizational 
performance, and the factors impacting the HRA 
adoption were not only individual but its extent to 
the organization. Barrière (2016) represented the rela-
tionship between employees’ trust in management 
and attitude towards HRA and highlighted the need 
for the encouragement of employee participation in 
HRA. Dooren (2012) proposed the contingency fac-
tors affecting the applicability of HRA including the 
methods and instruments used in the field of HRA. 

It is essential to mention that HRA adoption in 
organizations was rarely found in empirical research. 
Marler and Fisher (2013) stated that high-quality 
scientific evidence-based research was very limited 
in HRA. Masese and UttaM (2016) advised that fur-
ther studies should address the proposed theoretical 
frameworks to develop a new evidence-based model 
by exploring both the tangible and intangible factors 
involving technology or innovation to solve the or-

<Figure 2> Three Stages IT Innovation Adoption Processes
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ganizations’ problems. The study by Fiocco (2017) 
was in agreement with the study by Kapoor and 
Kabra (2014) and Sjoerd and Tanya (2017). They 
identified that the HRA field research should create 
vast academic contributions possibilities even if the 
empirical research were extremely limited. Therefore, 
this study found the importance of HRA as advanta-
geous to both business and academic viewpoints that 
need to be linked together via systematic evidence. 
Many studies showed that there are many ways to 
conduct the literature reviews through systematic 
approach. Marais et al. (2020) developed a conceptual 
framework for technology management in the health-
care domain using a systematic review of 44 studies 
to extract the key success factors, scopes of practice, 
and design guidelines and criteria. Oh (2020) pre-
sented advanced analyses, namely Secondary Uses 
of Meta-Analytic Data (SUMAD), for theoretical and 
practical purposes of producing new knowledge since 
Meta-Analytics cannot directly generate the results. 
Furthermore, Xiao and Cooke (2020) proposed a 
systematic literature review of 178 studies to capture 
HRM’s perspective in Chinese SOEs. Similarly, 
Harada and Sengoku (2019) conducted a systematic 
review of 136 studies to derive the key success factors 
of the management team in biotech start-up firms. 

In this study, not only the systematic literature 
review approach was focused on, but the new ap-
proach, namely Literature Weighted Scoring (LWS), 
is also used to identify the factors of HRA adoption 
in organizations. At the same time, white and com-
mercial papers are brought in to broaden the review 
and make the research findings valid and systematic. 
The study proposes a systematic literature review 
based on the LWS to identify the factors of HRA 
adoption and possible conceptual framework in the 
organizations.

Ⅱ. Related Theories

This study selected the Technology-Organization-
Environment (TOE) framework (Tornatzky et al., 
1990) as the core theory, and the factors in each 
context were derived from two theories: Unified 
Theory of Acceptance and Use of Technology 
(UTAUT) (Venkatesh et al., 2003) and Diffusion 
of Innovation (DOI) Theory (Rogers, 1983). These 
theories are described as follows:

2.1. Technology-Organization-Environment 
(TOE) Framework

The TOE framework is an organization-level theo-
ry, described in Tornatzky and Fleischer’s techno-
logical innovation processes (Tornatzky et al., 1990). 

As displayed in <Figure 3> the TOE framework 
consists of three contexts that affect technological 
innovation: technological, organizational, and envi-
ronmental context. The technological context refers 
to all of the technologies that are relevant to two 
important factors: “Availability,” and “Characteristics.” 
The organizational context refers to the character-
istics and resources of the organization: “Linking 
structure between employees,” “Intra-organization 
communication processes,” “Organization size,” and 
“Slack resources.” The environmental context refers 
to the internal and external environment: “Structure 
of the Industries and Markets,” “Technology Infrastructure 
Supports,” and “Government regulations.” 

In the previous empirical researches, the TOE 
framework has been used with slightly different fac-
tors in each context. Zhu et al. (2004) indicated 
that three relevant factors: “Technology Readiness,” 
“Global Scope,” and “Financial Resources” affect 
the e-business adoption in the technological and or-
ganizational contexts. Similarly, the “Competition 
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Intensity” is a new factor influencing the e-business 
adoption in the environmental context. Regarding 
the Electronic Data Interchange (EDI) adoption, 
Kuan and Chau (2001) offered the pertinent factors, 
namely, “Perceived Financial Costs,” in an organiza-
tional context. In the same vein, Zhu et al. (2004) 
and Zhu and Kraemer (2005) proposed “Financial 
commitment” and “Financial Resource” factors, re-
spectively, affecting e-business adoption. Zhu et al. 
(2003) proposed that the second-order factor influen-
ces the e-business adoption, “Technology com-
petence,” consisting of IT infrastructure, Internet 
skills, and E-business know-how. Moreover, Tushman 
and Anderson (1986) reported that “Competence- 
Enhancing” or “Competence-Destroying” must be 
considered when the organization evaluates the 
technologies. Ka and Kim (2014) organized a theoret-
ical base to understand the main factors affecting 
the intention of introducing big data and verifying 
their validity for the empirical studies. Hereby, those 
three contexts affect the technology adoption, and 
the scholars may need to consider the technology 
or context that is being studied and set the unique 

factors or measures fitting their studies. Finally, this 
study chose three fundamental factors of the TOE 
framework: “Technology Availability,” “Government 
Regulation,” and “Formal and Informal Linking 
Structures.”

2.2. Diffusion of Innovation (DOI) Theory

The DOI Theory has been developed by Rogers 
(1983). This theory presents five main factors that 
influence individual innovation adoption: (1) “Relative 
Advantage” was defined as “the degree to which an 
innovation is seen as being better than the idea, 
program, or the product it replaces;” (2) “Compatibility” 
was defined as “how consistent the innovation is 
with the values, experiences, and needs of the potential 
adopters;” (3) “Complexity” was defined as “how 
difficult the innovation is to understand and/or use;” 
(4) “Trialability” was defined as “the extent to which 
the innovation can be tested before a commitment 
to adopt is made,” and (5) “Observability” was de-
fined as “the extent to which the innovation provides 
tangible results” (Rogers, 1983). Although the DOI 

<Figure 3> TOE Framework 
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Theory was not directly applicable to organizational 
adoption, Vargas (2015) studied both organization 
and individual HRA adoption, and the results showed 
that “Tool Availability” affects HRA adoption at the 
organization level. In short, those two factors match 
well with the characteristics of organizations: 
“Compatibility” or “Technology - System Fit” and 
“Complexity” or “Tool Availability.” As a result, these 
two factors were added in this study.

2.3. Unified Theory of Acceptance and Use 
of Technology (UTAUT) Model

The UTAUT Model by Venkatesh et al. (2003) 
was consolidated from eight models which are Theory 
of Reasoned Action (TRA), Theory of Planned 
Behaviour (TPB), Technology Acceptance Model 
(TAM), Technology Acceptance Model (TAM), 
Motivational Model, Model of Personal Computer 
Use, Diffusion of Innovations (DOI), and Social 
Cognitive theory. The UTAUT model is shown in 
<Figure 4>.

<Figure 4> shows user intention’s model of using 
IT and usage behavior which consists of four con-
structs: (1) “Performance Expectancy;” (2) “Effort 

Expectancy;” (3) “Social Influence;” and (4) “Facilitating 
Conditions.” The key moderating factors were identi-
fied as experience, voluntariness, gender, and age. 
However, the whole UTAUT Model was not directly 
applied to organizational study. “Social Influence” 
proposed by Vargas (2015) positively influences the 
organizational HRA adoption. Thus, many previous 
studies showed that the three factors: “Performance 
Expectancy,” “Social Influence” and “Facilitating 
Conditions” were the predictors of HRA adoption 
(Alamelu et al., 2017; George and Kamalanabhan, 2016; 
Vargas, 2015; Vargas et al., 2018). 

2.4. Integration Theories Approach 

According to three theories described in the pre-
vious section, the Technology-Organization-Environment 
(TOE) framework, Unified Theory of Acceptance 
and Use of Technology (UTAUT), and Diffusion 
of Innovation (DOI) Theory are integrated to develop 
the structure of organizational HRA aligning with 
technology or innovation adoption processes by 
Hameed et al. (2012) as shown <Figure 5>.

As illustrated in <Figure 5>, the integration of 
the structure of organizational HRA aligning with 

<Figure 4> UTAUT Model
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technology or innovation adoption processes is a 
combination of three grand theories: Organizational 
adoption theory (TOE framework and UTAUT 
model), and individual adoption theory (DOI 
Theory), and a ground theory: the conceptual model 
for IT innovation adoption process according to 
Hameed et al. (2012). The ground theory is catego-
rized into three stages: “Initiation” (innovation 
awareness, attitude toward adoption and proposal 
for adoption), “Adoption Decision” (adoption deci-
sion, resource allocation for implementation), and 
“Implementation” (user acceptance of innovation 
and actual use of innovation). The factors that affect 
the HRA adoption in each stage are technological, 
organizational, and environmental context. They are 
derived from two grand theories: TOE framework, 
and UTAUT model while the individual context is 
derived from DOI Theory.

Based on the literature review, as shown above, 
three related theories have discovered the factors 
influencing the HRA adoption in organizations. The 
next section presents the designs and methods that 
identify the factors affecting HRA adoption from 
previous studies. 

Ⅲ. Designs and Methods 

This section explains the concepts and methods 
of this study to extract the factors affecting the HRA 
adoption in organizations, including the systematic 
literature reviewing, the importance of Literature 
Weighted Scoring (LWS), the concept of LWS, and 
the application of LWS for HRA adoption as fol-
lows:

3.1. Systematic Literature Reviewing

The two steps of systematic literature reviewing 
HRA scope identification and searching literature’s 
process are described as follows: 

3.1.1. HRA Scope Identification

The HRA adoption scope is shown in <Figure 6>. 
As shown in <Figure 6>, the scope of the HRA terms 
in this study consisting of five groups: (1) the core 
terms: “Human Resource (HR) analytics,” “Workforce 
analytics,” “People analytics,” or other similar terms, 
such as “Talent analytics” and “Workforces Science;” 

<Figure 5> Integrated Three Theories of HRA Adoption Aligning with Adoption Stages
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(2) the related term: “Human Resource Information 
System or HRIS;” (3) the two terms: “Technology” 
and “Innovation” in which HRA adoption is a subset 
of them (Davenport, 2006; Vargas, 2015; Vargas et 
al., 2018); (4) the term “the use of HRA” is replaced 
by “HRA Adoption” and (5) the two adoption level 
terms: “Individual-level” and “Organizational-level.” 
In sum, this HRA scope proposes the keywords to 
prepare for the literature-searching process so that 

the researcher can use them in the reliable publication 
database in the next step.

3.1.2. Literature-Searching Process

Literature-Searching process is illustrated in 
<Figure 7>. The EBSCO was used to search literature 
from reliable publication databases, such as Scopus, 
Elsevier, Emeralds, Taylor and Francis, and Web of 

<Figure 6> Scope of the HRA Terms

<Figure 7> Literature-Searching Process
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Science. The English source types included are aca-
demic journals, trade publications, books, eBooks, 
conference materials and dissertations or theses. The 
scope of publication was limited between the years 
2011 and 2021. The core assigned keywords are “HR 
analytics,” “Human Resource analytics,” “HR in-
telligence,” “Talent analytics,” “Workforce analytics,” 
“HR research,” “People analytics” and “Human 
Capital analytics.” A total of 8,782 articles were found. 
Consequently, the additional assigned keywords 
which are “Human Resource Information System,” 
“HRIS,” “Innovation,” “Technology,” “Adoption,” 
“Organizational level,” and “Individual-level.” 

After the 789 articles were selected by systematic 
literature approach, 413 articles were used in terms 
of full-text availability. The process for the final se-
lection of relevant literature consists of three steps. 
First, the titles and abstracts were scanned using the 
keywords: “HRA adoption or acceptance,” “HRIS 
or e-HRM adoption or acceptance,” “Technology or 
innovation adoption or acceptance,” and “HRA 
concept.” Second, the step uses the fast reading techni-
que to select the articles related to the factor affecting 

HRA adoption or acceptance, a total of empirical 
studies was selected in terms of grand theory, and 
a total of case studies was selected in terms of grand 
theory. Other articles (theses, books, conferences pa-
per, review papers, white or commercial papers) was 
selected in following section: HRA adoption determi-
nants, problem and obstacles, HRA challenges. The 
detailed literature reviewing evaluation was used for 
the final selection of relevant literature consisting 
of 15 empirical studies, 12 case studies, 21 systematic 
review articles, 8 white or commercial articles, and 
8 books or e-book. In sum, a total of 64 articles 
were chosen for the LWS process in the next section.

3.2. Importance of Literature Weighted 
Scoring (LWS) 

There are many literatures reviewing approaches 
according to King and He (2005), such as narrative 
review or literature review, descriptive review or sys-
tematics review, vote counting or combining proba-
bility, and meta-analysis as demonstrated in <Figure 
8>. Those approaches are used to improve the liter-

<Table 1> Results of the Document Selection Process

Types of 
Keywords Keywords

Number of resulted documents
Academics 
Journals

Trade 
Publications Books e-books Conference 

Materials
Dissertations 

or Theses Total

Core 
Keyword

“HR analytics” or “Human Resource 
analytics” or “HR Intelligence” or “Talent 
Analytics” or “Workforce Analytics” or 
“HR Research”, “People Analytics” or 

“Human Capital Analytics”

5,736 855 903 415 281 102 8,782

Core+ 
Additional 
Keywords

“Innovation” or “Technology” 3,804 379 62 920 191 63 5,659
“Adoption” 1,337 44 181 727 45 19 2,344

“Organizational level” or “Individual-level” 309 - 18 354 3 - 706
Selected Literatures 309 44 18 354 3 19 789

Full Text Availability 240 10 3 139 3 18 413
Detailed Literatures Evaluation 20 10 3 5 3 18 64
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ature review and research synthesis processes to bring 
in more breadth, appropriateness, and reliability, and 

sometimes the combination of two or more ap-
proaches has been used.

<Figure 8> Literature Review Approaches

Advantages Disadvantages

Narrative 
Review or 
Literature 

Review

- Suitable for qualitative research 
- Creating classification and typology to organize the results

- No commonly accepted or standardized procedure 
- Lack of seeking generalization or cumulative knowledge 

from literature
- Subjectivity and lack of explicit intent to maximize the scope 

or analyses of data collected can lead to biased interpretations 
or inferences.

Descriptive 
Review or 
Systematic 

Review

- More rigorous review of existing literature
- Simple qualification, frequency analysis supporting a 

particular proposition
- Systematic search for select paper to identify the distinct pattern 
- Enabling the in-depth systematic literature reviews within 

the broader literature 

- Findings represent the state of the art in a particular domain
- Only using for characterizing studies

only not focus on a quality assessment process
- Time constraints and lack the synthesis and analysis of more 

considered approaches.

Vote 
Counting 

- Repeating the results in the same direction across multiple 
studies.

- Economic reasons, such as time and cost

- Selecting the empirical studies that report significant effects only 
- Differential weights of each study are not considered.
- Size of the effect, sample size, and are not included. 

Meta
Analysis

- Enabling the researchers to sample studies that show 
insignificant effects

- Size of the effect, sample size, and are included
- Enabling the researchers to search for moderator variables 

in the subjective data.

- Avoiding the type I error with restricted at least 15 empirical 
studies that are very difficult

- Applicable to quantitative studies only
- Researchers may select studies that ‘almost’ the same, and 

they conclude searching the studies with ‘exact replications’ 
and ‘precisely the same’ are almost impossible. 

Literature 
Weighted 
Scoring 
(LWS)

- Combining the frequency analysis and weighted scoring 
calculation 

- Enabling the components of scoring, such as type of papers, 
publication databases, level of data analysis, and paper 
relevance.

- Enabling the researchers to consider the previous studies 
that report statistically insignificant effects

- Increasing the analysis and synthesize the papers with a 
wider perspective through multiple sources, such as review 
paper, and white or commercial papers not only focus on 
research paper

- Suitable for a newly emerging research topic or limited 
empirical study

- Requiring academic improvement since it is a new method 
and not yet widely used.

- Still using researchers' judgment for the total score criterion 
in the final step.

- A small number of related papers (<50) to make the results 
inaccurate and unreliable.

<Table 2> Advantages and Disadvantages of Literature Review Approaches
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As illustrated in <Figure 8>, the literature review-
ing approaches ranging from qualitative or subjective 
data to quantitative or objective data. A narrative 
review is a traditional approach for systematic qual-
itative review, while meta-analysis is considered the 
most rigorous approach (Wiles et al., 2011). Those 
approaches have both advantages and disadvantages 
as listed in <Table 2> (Bushman and Wang, 1994; 
Grant and Booth, 2009; King and He, 2005; Paré 
and Kitsiou, 2017).

As listed in <Table 2>, both advantages and dis-
advantages of the four existing literature reviewing 
approaches were considered for this study. Although 
the most popular criteria for factor selection was 
the conventional vote-counting procedure that sum-
marizes the capriciousness in the first step, this meth-
od has many flaws, for example, it is beneficial only 
when the null hypothesis is true, not when it is false, 
and sometimes, it can confuse the treatment effect, 
sample size, and the results (Bangert-Drowns and 
Rudner, 1990; Hunter and Schmidt, 2004; Kulik and 
Kulik, 1989). Similarly, Bushman and Wang (1994) 
recommended that vote-counting was not a proce-
dure to select since it requires a large group of studies 
in which effect size estimates cannot be calculated. 
Besides, the qualitative systematic reviewing ap-
proach lacks a quality assessment process. The other 
approaches, “Narrative Review” or “Literature Review,” 
do not use generalization results. The meta-analysis, 
a rigorous approach, appears to be suitable for this 
study, but this approach requires at least 15 empirical 
studies that are very difficult for HRA adoption topics. 
HRA adoption research, particularly empirical re-
search, is extremely limited (Fiocco, 2017; Kapoor 
and Kabra, 2014; Sjoerd and Tanya, 2017). Similarly, 
Marler and Boudreau (2017) identified that high-qual-
ity scientific evidence-based research is very limited 
regarding the HRA topics. Therefore, a new approach, 

namely Literature Weighted Scoring (LWS), was pre-
sented, and this approach was developed by combin-
ing the existing approaches: “Descriptive Review or 
Systematic Review,” and a new approach, “Literature 
Weighted Scoring (LWS)” based on quality assess-
ment approach, “Weighted Scoring.” This approach 
was presented to align with the systematic review 
in the next section.

3.3. Literature Weighted Scoring (LWS) Concept

The Literature Weighted Scoring (LWS) approach 
is developed. It is derived from the Arithmetic mean 
as illustrated in Equation 1. This approach was used 
to analyze and synthesize the related factors with 
a wide perspective based on various sources. This 
approach was developed to reduce bias and increase 
data validity, as illustrated in Equation 2.

The mean of a sample of n measured responses 
y1, y2, ..., yn is given by

(1)

Equation 1. Arithmetic Mean

The LWS is given by

(2)

Equation 2. LWS Equation

“LWS” = Literature Weighted Scoring;
“S” = LWS components relevant to a research topic;
“j” = upper bound of LWS literature, e.g., 

j=64 literatures; 
“k” = index of LWS literature;
“m” = lower bound of LWS literature;
“i” = index of LWS component; 
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“n” = upper bound of LWS component, e.g., n=4 
components;

“e” = effect of factors (statistically significant) 

3.4. The Application of LWS for HRA Adoption

According to this study, the index of LWS (i) 
value equals 1 to 4, and the effect of factors (e) 
consists of statistically significant equals to 1 and 
not statistically significant equals to 0.5. The LWS 
components (S) and scores are listed in <Table 3>.

According to <Table 3>, the LWS components 
(S) and scores can be differently applied to suit each 
other studies. The increasing of those components 
and the number of related articles make the research 
more valid and reliable in extracting factors from 
literature. Consequently, the 13 extracted factors by 
the LWS approach have been grouped into four con-
texts: technological, organizational, environmental, 

and individual contexts. A total of 13 influential fac-
tors affecting HRA adoption in each context are de-
scribed as follows: 

3.4.1. Technological Context 

This context focuses on existing and new tech-
nologies, both internal and external, influencing the 
organizations to adopt HRA. There are previous stud-
ies that discovered the three technological factors 
affecting HRA adoption as follows:

Tool Availability: This factor appears in the study 
by Vargas (2015), and it showed that “Tool 
Availability” has a positive impact on both the in-
dividual and organizational HRA adoption. 
Venkatesh et al. (2003) stated that “Tool Availability” 
entails the organization's belief that an existing tech-
nical infrastructure supports system usage. Vargas 
(2015) reported that appropriate systems and pro-

<Table 3> LWS Components and Scores

Si Component Scores

S1: Type of Papers Research journals Theses or Books Conferences Review journals White or 
Commercial papers

Scores 1.00 0.85 0.65 0.45 0.25

S2: Publication 
Databases

Both of Web of Science 
(JIF) and Scopus (SJR) Web of Science (JIF) Scopus (SJR) Others

Scores 1.00 0.50 0.50 0.00

S3: Level of Data 
Analysis Levenson 

(2011)

Advanced multivariate 
models (Structural 

Equations Models (SEM), 
Hierarchical Linear Models 

(HLM), Bivariate or 
multivariate choice models, 

Cross‐level models)

Basic multivariate 
models (ANOVA or 

ANCOVA, 
Regression, Factor 
analysis, and Path 

analysis)

Intermediate data 
analysis (Correlation, 

Statistically 
Significant 

Differences, and 
Standard Deviation)

Basic data analysis 
(Mean, Median, 
Minimum and 

Maximum Range, 
Percentiles and 

Frequency)

Scores 1.00 0.75 0.50 0.25

S4: Paper 
Relevance

HRA adoption or 
acceptance

HRIS or e-HRM 
adoption or 
acceptance

Technology or 
innovation adoption 

or acceptance
HRA Review

Scores 1.00 0.75 0.50 0.25
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grams were necessary. Moreover, the skills to under-
stand data and the ability to analyze and interpret 
them are required. On the other hand, both skill 
sets and the ability to access data were necessary 
and important factors.

Data Availability: This factor was derived from 
the study by Vargas (2015) and this study reported 
that “Data Availability” has a positive impact on 
the organizational adoption of HRA. According to 
(Alamelu et al., 2017), it was reported that “Data 
and Tool Availability” is significant in the estimation 
of overall HRA adaptability. Johnston (2006) de-
scribed “Data Availability” as the data that is seen 
as the ability to generate a correct assumption. Molefe 
(2014) recommended that centralized and good quality 
data enables success to HRA adoption in organizations. 
The last factor in the technological context is 
“Compatibility” which is known as one of the five 
traits of innovation in the diffusion process of DOI 
Theory. 

Compatibility: Rogers (2003) explained “Compatibility” 
as recognizing innovation corresponding with exist-
ing values, past experiences, and the needs of potential 
users. Tornatzky et al. (1990) reported that the suit-
ability between existing and new technology drives 
the main adoption driver. Compatibility was used 
in a wide variety of studies. The study by Awa et 
al. (2017) showed a significant negative relationship 
between perceived compatibility and technology 
adoption, and the inverse relationship points to the 
fear of compatibility with existing technologies, proc-
esses, and structures.

3.4.2. Organizational Context

This context refers to the descriptive characteristics 
of the organizations, including firm structures and 
strategies, managerial support, and other types of 

supports. The four factors driving the organizational 
HRA adoption in previous studies were “Top 
Management Support,” “Facilitating Conditions,” 
“Organization’s Strategy” and “Organization’s Structure.” 
The first factor, “Top Management Support,” was 
extracted from the TOE Framework. Kamal (2006) 
and Kim and Bretschneider (2004) stated it as the 
support from administrative departments that play 
an important role in technological efforts, whether 
unsatisfied or completed. Other terms similar to “Top 
Management Support” found in previous studies are 
“Top Management Acumen” (Vihari and Raoa, 2013) 
and “Top Management Influence and Visionary” 
(George and Kamalanabhan, 2016). The empirical 
research by Awa et al. (2017) showed the significant 
relationship between “Top Management Support” 
and technology adoption, particularly executives with 
knowledge and experience. Kumar et al. (2020) stud-
ied multi-Stage of Business Analytics or BA adoption, 
and the finding showed that “Top Management 
Support” is most important in the evaluation and 
adoption stage than in the assimilation of BA similarly 
Pudjianto et al. (2011) reported that “Top Management 
Support” is significant factors on e-government 
assimilation. The second factor, “Facilitating 
Conditions,” was derived from the UTAUT Model. 
Venkatesh et al. (2003) stated that the system was 
believed to be supported by continual organizational 
and technical infrastructure. The third factor was 
the modified factor based on the TOE Framework, 
namely “Formal and Informal Linking Structures” 
or “Organization’s Structure” in this study. Fiocco 
(2017) and Molefe (2014) defined it as the redesigned 
organizational structure, and any department will 
be adjusted to adopt the new technology. Saraswathy 
et al. (2017) found that the team building or 
“dedicated HR team” significantly influences the 
HRA application. Dooren (2012) suggested that an 
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organic structure is required for HRA adoption. The 
last factor derived from the study by Saraswathy et 
al. (2017) is “Organization’s Strategy” which is de-
fined as the organizations that focus on planning 
and controlling and enhancing the opportunity to 
use complex technology. The empirical study by 
Wanyoto (2016) showed that an organizational strat-
egy is a strong predictor of the degree of adoption 
of HRA. In contrast, although the study by Saraswathy 
et al. (2017) showed that the “Organization’s Strategy” 
does influence the application of HR analytics. Other 
studies revealed the importance of the “Organizations’ 
Strategy.” For example, Lakshmi and Pratap (2016) 
affirmed that the key goals of HRA align HR strategies 
with “Organizations’ strategy.” Witte (2016) also 
pointed out that HRA is strongly positioned in organ-
izational HR strategies. 

3.4.3. Environmental Context

This context focuses on the environment of the 
organizations or the external industrial factors that 
may affect the organizations. The environmental 
factors from previous studies’ evidence were 
“Competitive Intensity,” “Government Regulation,” 
and “Data Governance.” The two factors based on 
the TOE Framework were “Competitive Intensity” 
and “Government Regulation,” which are the crit-
ical adoption factors in organizations. Zhu and 
Kraemer (2005) defined “Competitive Intensity” as 
the pressure which the organizations sense from 
competitors within the industries similarly Pudjianto 
et al. (2011) proposed that “Competition Environment” 
is a significant factor in e-government assimilation. 
HRA is assured of acting as a basis of competitive 
advantage and enhancing HR professionals’ images 
of organizations (Bassi, 2011). Kamal (2006) pro-
posed that the high level of external pressures can 

positively influence IT innovation adoption in gov-
ernmental organizations. Zheng (2014) stated that 
“Government Regulation” or “Regulatory Environment” 
is essential for leaders to take the environment and 
its strategies into account. similarly, Pudjianto et al. 
(2011) proposed that “Regulatory Environment” is 
significant factors on e-government assimilation. 
Bingham and McNaught (1976) presented in-
ter-governmental influence, such as grants and tech-
nical support on the innovation adoption in govern-
ment organizations. The last environmental factor 
was “Data Governance” which was derived from 
Spahic (2015) suggestion stating that the topic of 
ethics in HRA requires further study because the 
vital ethical issues are concerned with HRA 
practices. Ladley (2012) defined “Data Governance” 
as information management that should comply 
with executive command policies. The governance 
dimension features how coherent the data gover-
nance strategy in organizations is and how it sup-
ports the analytics process to ensure that Data 
Analyst has relevant and appropriate data for analy-
sis, and the privacy data is protected (Halper and 
Stodder, 2014). 

3.4.4. Individual Context

This context was based on beliefs, values, and im-
pacts on particular innovations and individual 
perception. The research evidence explores the three 
individual factors: “Quantitative Self-Efficacy,” “Social 
Influence” and “Performance Expectancy” as follows:

Regarding “Quantitative Self-Efficacy” or “Mathematical 
Self-Efficacy,” this factor was derived from some pre-
vious studies (Vargas, 2015; Vargas et al., 2018). 
Ozgen (2013) defined “Quantitative Self-Efficacy” as 
the quantitative skills that involve the discernment 
of one who believes. There are other terms in specific 
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HRA adoption studies, such as “Quantitative Efficacy” 
(Alamelu et al., 2017), “Analytical Skills” (George 
and Kamalanabhan, 2016), and “Analytical Competencies” 
(Lydgate, 2018). George and Kamalanabhan (2016) 
reported that the term “Analytical Skills” was cited 
as the top individual-level factor influencing HRA 
adoption. Conversely, Alamelu et al. (2017) reported 
that “Quantitative Efficacy” is not significant in esti-
mating overall HRA adoption. “Analytical Skills” in 
many case studies were treated as the barriers to 
adopt HRA, such as lack of analytical skills and com-
petences among HR practitioners, lack of analytical 
knowledge and experience to adopt HRA, lack of 
the ability to understand statistical terminology 
among HR professionals and insufficient skills and 
ability of HRA area among HR (Anturaniemi, 2018; 
Cascio and Boudreau, 2011; Dooren, 2012; Witte, 2016). 

Regarding “Social Influence” and “Performance 
Expectancy,” these factors were derived from the 
UTAUT Model. “Social Influence” was the behavior 
of an individual mutually affected by people in the 
community as the adoption occurs (Rice et al., 1990; 
Venkatesh and Brown, 2001). “Social Influence” has 
also been highlighted as a behavioural factor in prior 
studies. Rogers (1995) identified “Social Influence” 

as the information from secondary sources that affect 
the decision to adopt innovation or technology in 
an early stage. Venkatesh and Brown (2001) proposed 
that “Social Influences” are the most significant con-
sidering decision to adopt for non-adopters. 
Venkatesh et al. (2003) defined “Performance 
Expectancy” as a personal belief in which the use 
of the system will encourage any organization to 
achieve profit depending on organization performance. 
It is also noted that “Performance Expectancy” ap-
pears to be a determinant of adoption intention. There 
are similar terms, such as “Usefulness and Relative 
Advantage” (Davis, 1989) and “Job-Fit and Outcome 
Expectation” (Compeau and Higgins, 1995). In con-
trast, Alamelu et al. (2017) reported that “Social Infl
uence” and “Performance Outcome and Effort” are 
not significant in the estimation of overall HRA 
adaptability. 

Those 13 factors in four contexts have been con-
tinually conducted and improved by previous studies 
which gained empirical validity for technology or 
innovation adoption. The summary of extracted fac-
tors, definitions, and other terms and references are 
listed in <Table 4>.

In conclusion, each extracted factor is significant 

<Table 4> Summary of Extracted Factor, Definitions and Other Terms and References

Factors Definitions Other Terms and References
Technological Context

Tool Availability 
(Alamelu et al., 2017; 

Vargas, 2015)

“The degree to which an organization believes that 
a technical infrastructure exists to support the use 
of the system” (Venkatesh et al., 2003) 

Technology Availability (Tornatzky et al., 1990),
Data and Tool Availability (Alamelu et al., 2017)

Data Availability 
(Vargas, 2015)

“The degree to which information (data) is 
perceived as competent in producing correct 
assertions” (Johnston, 2006)

Data and Infrastructure (Anturaniemi, 2018),
Data Variability or Accessibility (Fiocco, 2017)

Compatibility 
(Rogers, 1983)

“The degree to which an innovation is perceived as 
consistent with the existing values, past experiences, 
and needs of potential adopters” (Rogers, 2003)

Perceived Compatibility (Awa et al., 2017),
Innovation or Technology-System Fit (Rogers, 1983)
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Definition of Factors Other Terms and References
Organizational context

Top Management Support 
(Tornatzky et al., 1990)

“The degree to which the support from 
administrative authorities play a significant role in 
whether technology efforts are frustrated or 
completed” (Kamal, 2006; Kim and Bretschneider, 
2004)

Top Management Influence and Visionary 
(Anturaniemi, 2018; Awa et al., 2017; George and 
Kamalanabhan, 2016),
Top Management Acumen (Vihari and Raoa, 2013)

Facilitating Conditions 
(Venkatesh et al., 2003)

“The degree to which an individual believes that an 
organizational and technical infrastructure exists to 
support the use of the system” (Venkatesh et al., 
2003)

-

Organization’s Strategy 
(Saraswathy and 

Premakumari, 2016)

“The degree to which the organizations are 
meticulous in terms of planning and controlling and 
the chance to adopt the sophisticated technology will 
probably be higher” (Saraswathy et al., 2017)

-

Organization’s Structure 
(Anturaniemi, 2018; 

Saraswathy and 
Premakumari, 2016)

“The degree to which the organizational structure 
is redesigned and their departments are transformed 
for new technology adoption” (Fiocco, 2017; Molefe, 
2014)

Formal and Informal Linking Structures (Tornatzky 
et al., 1990)

Environmental Context

Competitive Intensity
(Tornatzky et al., 1990)

“The degree of pressure that the organization feels 
from competitors within the industry” (Zhu and 
Kraemer, 2005)

Competitive Pressures (Awa and Ojiabo, 2016),
Number of Competitors (Saraswathy et al., 2017) 

Data Governance 
(Spahic, 2015)

“The use of authority combined with policy to 
ensure the proper management of information 
assets” (Ladley, 2012) 

Governance Dimension (Halper and Stodder, 2014)

Government Regulation
(Tornatzky et al., 1990)

“The only way to get leaders to react to 
environmental concerns and incorporate it into their 
organization strategies, which are usually 
mandatory, but are also in the form of guidelines 
sometimes” (Zheng, 2014)

Government support (Alhammadi et al., 2015),
Regulatory Environment (Zhu et al., 2006)

Individual context
Quantitative Self-Efficacy

(Vargas, 2015; Vargas et al., 
2018)

“The individual’s personal believed judgment in 
relation to their quantitative skills” (Ozgen, 2013)

Quantitative Efficacy (Alamelu et al., 2017),
Analytical Skills (George and Kamalanabhan, 2016),
Analytical Competencies (Lydgate, 2018)

Social Influence
(Venkatesh et al., 2003)

“The extent to which members of a social network 
influence one another’s behavior in adoption” (Rice 
et al., 1990; Venkatesh and Brown, 2001)

Subject Norm (Alamelu et al., 2017; Awa et al., 2017)

Performance Expectancy
(Venkatesh et al., 2003)

“The degree to which an individual believes that 
using the system will help his or her organization 
to attain gains in organization performance” 
(Venkatesh et al., 2003)

Performance Outcome and Effort (Alamelu et al., 
2017),
Perceived values or Extrinsic motivation, Job-fit 
(Awa and Ojiabo, 2016; Awa et al., 2017)

<Table 4> Summary of Extracted Factor, Definitions and Other Terms and References (Cont.)
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with adoption level or adoption intention depending 
on differences in each context and the type of in-
novation or technology. The results of those 13 factors 
identifying by the LWS approach are presented in 
the next section.

Ⅳ. Results

This section describes the results of the factors 
of the HRA adoption identification and proposed 
conceptual framework with hypotheses as follows:

4.1. Identifying the Factors of the HRA 
Adoption

The 13 factors were extracted using four steps 
of the LWS approach: (1) Separate the literature into 
two groups (research literature and non-research lit-
erature); (2) Calculate the LWS; (3) Set the criteria 
for factor selection, and (4) Select and rank the factors 
by the LWS Scores. The factors extraction procedure 
is shown in <Figure 9>.

As shown in <Figure 9>, a total of 64 articles 

received a pass from the detailed literature evaluation 
and entered the first step of the LWS. Then they 
were separated into two groups: 46 research articles 
and 18 non-research articles. Next, the LWS scores 
of those works of literature were calculated, and the 
results showed the total LWS scores. Then the factors 
were selected when the total LWS score was more 
than 4.00. Finally, 13 factors were identified and 
ranked by the total LWS scores. The results of the 
LWS are listed in <Table 5>.

According to <Table 5>, a total of 13 factors were 
selected and ranked by the total LWS scores, and 
the top three factors are “Quantitative Self-Efficacy,” 
“Top Management Support,” and “Data Availability.” 
Those factors were grouped into four contexts to 
develop the HRA adoption structure in the following 
section.

4.2. Structure of HRA Adoption Processes

According to the previous section, IT adoption 
processes by Hameed et al. (2012) were applied for 
specific organizational HRA adoption processes. This 
section presents the structure of organizational HRA 

<Figure 9> LWS Calculation Step 
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adoption processes, as shown in <Figure 10>.
As illustrated in <Figure 10>, the specific organiza-

tional HRA adoption processes are a combination 
of both grand theories: the Technology-Organization-
Environment (TOE) according to Tornatzky et al. 
(1990), and Unified Theory of Acceptance and Use 

of Technology (UTAUT) according to Venkatesh 
et al. (2003); and ground theories: the conceptual 
model for IT innovation adoption process according 
to Hameed et al. (2012) and the five stages of in-
novation decision-making process according to 
Rogers (2003). According to the results of this study, 

<Table 5> Results of Identification of the HRA Adoption’s Factors by LWS

Contexts Factors

LWS Scores
(Total LWS Scores ≥4.00)

Rank
Research 
literature

Non-Research 
literature Total

Technological Context Tool Availability 6.33 0.64 6.97 4
Data Availability 4.47 2.88 7.35 3
Compatibility 3.20 0.81 4.01 11

Organizational Context Top Management Support 4.97 2.80 7.77 2
Facilitating Conditions 4.22 1.96 6.18 6
Organization’s Strategy 3.42 2.84 6.26 5
Organization’s Structure 4.12 - 4.12 9

Environmental Context Competitive Intensity 4.36 - 4.36 8
Data Governance 2.47 1.22 4.05 10
Government Regulation 2.34 1.67 4.01 11

Individual Context Quantitative Self-Efficacy 5.38 4.08 9.46 1
Social Influence 3.97 0.54 4.51 7
Performance Expectancy 4.00 - 4.00 12

<Figure 10> Structure of HRA Adoption Processes
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13 first-order factors were grouped into four sec-
ond-order factors, and those factors were included 
in the structure of organizational HRA adoption 
processes. Those 13 first-order factors were grouped 
into four second-order factors and were used to estab-
lish the proposed second-order conceptual frame-
work as shown in the following section.

4.3. Conceptual Framework Establishment 
and Propositions

Total 13 factors were grouped into four contexts 
of conceptual framework based on TOE framework, 
and this study modified the structure of TOE frame-
work to identify the four contexts as the second-order 
factors, namely “Technology Availability,” “Organization 
Competence,” “Environment Force” and “Individual 
Driven.” The four second-order factors are detailed 
as follows:

4.3.1. Technology Availability

Previous studies discovered the second-order fac-
tor, namely “Technology Availability,” affecting HRA 
Adoption Level.” Other names of these factors are 
“Technology Readiness,” “Technology Competence,” 
and “Technological Context.” Three first-order fac-
tors are grouped: “Tool Availability,” “Data Availability,” 
and “Compatibility.” The previous studies indicated 
that “Technology Availability” directly positively in-
fluences “Technology Adoption.” According to the 
study by Vargas (2015) showed that the two techno-
logical factors affecting HRA adoption are “Tool 
Availability,” and “Data Availability.” Daradkeh 
(2019) stated that “Technology Readiness” is a pre-
dictor of the main factor influencing the visual analy-
sis acceptance. Oliveira et al. (2014) found that 
“Technology Readiness” is the influential determi-

nant of cloud computing adoption in the service 
and manufacturing sectors. Zhu et al. (2006) reported 
that “Technology Competence” significantly impacts 
the use of e-business. Some other scholars support 
this finding that “Technology Readiness” will pos-
itively influence the IT adoption decision (Puklavec 
et al., 2018; Wang and Wang, 2016). “Technology 
Competence” is a significant adoption facilitator of 
e-business (Zhu et al., 2002; Zhu et al., 2003). Pan 
and Jang (2008) found that “Technology Readiness” 
is moderately positively associated with ERP 
adoption. Awa and Ojiabo (2016) proposed that “ICT 
infrastructures” and “Perceived Compatibility” were 
found statistically significant adoption determinants.

Zhu et al. (2006) found that the factors namely 
“Technology Readiness” and “Technology Integration” 
are positive factors for e-business adoption in both 
developed and developing countries. On the other 
hand, other previous studies suggested that 
“Technology Readiness” does not influence technol-
ogy adoption. Hmoud and Várallyai (2020) asserted 
that “Technology Readiness” did not affect the in-
tention to use AI-HRIS. Other studies stated that 
“Technology Readiness” did not find it as a critical 
factor of the ERP adoption (Premkumar and 
Ramamurthy, 1995; Thong, 1999). Oliveira and Martins 
(2009) concluded that “Technology Readiness” did 
not affect e-commerce adoption. In summary, these 
findings from previous studies can be summarized 
that the future HRA adoption studies should focus 
on “Organizational Competence” with four first-or-
der factors: “Tool Availability,” “Data Availability,” 
and “Compatibility.” proving that those factors have 
a positive significant influence the HRA adoption 
that supports an increase to adopt it in the 
organizations. The proposed hypothesis is listed in 
Proposition 1.
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Proposition 1: (H1) Technology Availability will have a 
positive significant influence on HRA Adoption 
Level.

4.3.2. Organizational Competence

This second-order factor consists of four first-or-
der factors that described the organizational com-
petence, namely: “Top Management Support,” 
“Facilitating Condition,” “Organizations’ Strategy,” 
and “Organization Structure.” Some studies named 
this factor as “Organization Characteristics,” 
“Organizational Readiness,” and “Organizational 
Context.” Many previous empirical studies are discus-
sing this second-order factor. According to the study 
by Vargas (2015) showed that the three organiza-
tional factors affecting HRA adoption are “Social 
Influence,” “Tool Availability,” and “Data Availability” 
Likewise, the contingency factors influencing the de-
gree of application of HRA at the organization level 
are “Dedicated HR Team,” “Organizations’ age,” 
“Organizations’ structure,” “Organizations’ Size,” 
and “Organizations’ strategy” (Dooren, 2012; 
Saraswathy et al., 2017). There are some other studies 
related to innovation or technology adoption that 
support this study. Williams (2011) concluded that 
“Organization Readiness” is essential to enhance in-
novation readiness by identifying some key organiza-
tional strategies to support the adoption of new ideas 
and services and sophisticated technologies. Nemati 
and Udiavar (2012) identified four main factors of 
“Organization Readiness” for Supply Chain Analytics 
(SCA) from the empirical results, which are stand-
ardized and integrated data, well-established infra-
structure, sound technical and non-technical ex-
pertise, and the organizational culture and strategy. 
In sum, these findings from previous studies can 
be summarized that the future HRA adoption studies 

should focus on “Organizational Competence” with 
four first-order factors: “Top Management Support,” 
“Facilitating Condition,” “Organizations’ Strategy,” 
and “Organization Structure.” to ensure that those 
factors have a positive significant influence on the 
HRA adoption in organizations. The proposed hy-
pothesis is listed in the Proposition 2.

Proposition 2: (H2) Organization competence will have 
a positive significant influence on HRA Adoption 
Level.

4.3.3. Environment Force

This second-order factor influences the organ-
izations’ level of technological innovation (Tornatzky 
et al., 1990), and the three first-order factors consist 
of “Government Regulation,” “Competitive Intensity,” 
and “Data Governance.” Some studies of literature 
named this factor as “Environmental Conditions,” 
“Environment Characteristics,” “Environment Pressure,” 
and “Environmental Context.” The environmental 
condition influences the motivation of an organ-
ization to adopt innovation, and these factors play 
a critical role in enabling organizations to adopt the 
technology (Damanpour and Gopalakrishnan, 1998; 
Ruder-Hook, 2018). In the competitive environment, 
organizations’ leaders and HR managers should in-
tend to adopt HRA to increase the potential of HR 
(Etukudo, 2019). There are many previous empirical 
studies to support this finding. The empirically inves-
tigated results found that the external environment 
plays any role in adopting advanced Business analytics 
in organizations (Grant, 2020). Other studies have 
focused on each type of IT adoption. Zhu et al. (2002) 
proposed the findings of environmental factors as 
“Competitive Pressure” are significant adoption facil-
itators of e-business. Looi (2005) examined the effect 
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of five factors on E-commerce adoption among small 
and medium-sized enterprises, and the findings in-
dicated that “Environment Characteristics,” such as 
“Competitive Pressures,” and “Government Support” 
are significant motivators of E-commerce adoption. 
Awa and Ojiabo (2016) found that “External Supports,” 
and “Competitive Pressures” are equally important, 
but its negative effect suggests less obstacles to adopt-
ers than to non-adopters. On the other hand, Teo 
et al. (1997) explored a contingency model of internet 
adoption among large businesses, and they concluded 
that the “Environmental Factors” were less important 
than “Organizational and Technological Factors.” In 
summary, these findings from previous studies can 
be summarized that the future HRA adoption studies 
should focus on the environment force including 
“Government Regulation,” “Competitive Intensity,” 
and “Data Governance” to ensure that those factors 
are ready to motivate the organizations and adopt 
the HRA. The proposed hypothesis is listed in the 
Proposition 3.

Proposition 3: (H3) Environment Force will have a positive 
significant influence on HRA Adoption Level.

4.3.4. Individual Driven

This second-order factor consists of three first-or-
der factors that described the individual driven, 
namely: “Quantitative Self-Efficacy,” “Social Infl
uence,” and “Performance Expectancy.” Previous 
studies of literature named this factor as “Individual 
Acceptance,” “Individual Adoption,” and “Individual 
Context.” Many previous empirical studies are discus-
sing this second-order factor. Venkatesh and Brown 
(2001) proposed that first-order factors, such as 
“Social Influences” are the most significant element 
of the decision to adopt technology for non-adopters. 

Similarly, Rogers (1995) identified “Social Influence” 
as the information from secondary sources that affect 
the decision to adopt innovation or technology at 
an early stage. Lee et al. (2016) reported that recent 
studies focus on “Social Influence” to encourage or-
ganizations to interact with society. Vargas (2015) 
reported that the attitude towards analytics predom-
inantly drives the individual level of HRA adoption 
and closely followed by the first-order factors, namely 
“Quantitative Self-Efficacy” Similarly, George and 
Kamalanabhan (2016) proposed that the individual 
factor, namely “Analytical skills,” and “Performance 
Expectancy” influencing the use of analytics in HR. 
Alamelu et al. (2017) reported that the first-order 
factors, namely “Data & Tool Availability” and “Fear 
Appeal” and “Level of Acceptance” are significant. 
In conclusion, these findings from previous studies 
can be summarized that the future HRA adoption 
studies should focus on the individual driven: 
“Quantitative Self-Efficacy,” “Social Influence,” and 
“Performance Expectancy” to ensure that those fac-
tors have a positive significant influence on the HRA 
adoption in organizations. The proposed hypothesis 
is listed in Proposition 4.

Proposition 4: (H4) Individual driven will have a positive 
significant influence on HRA Adoption Level.

The four second-order factors with 13 first-order 
factors and the four propositions (H1-H4) are pro-
posed and those propositions can be used, as further 
research, in HRA adoption in organizations and tests 
in context as illustrated in <Figure 11>. 

According to <Figure 11>, the proposed con-
ceptual framework focusing on four contexts, and 
13 factors influence the level of HRA adoption. Those 
factors were derived from three theories and empiri-
cal research. The first context is a technology consist-
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ing of three factors: “Tool Availability” “Data 
Availability” and “Compatibility”. The second con-
text is an organization combining four factors: “Top 
Management Support;” “Facilitating Conditions;” 
“Organizations’ Strategy” and “Organizations’ Structure.” 
The third context is an environment consisting three 
factors: “Competitive Intensity;” “Data Governance” 
and “Government Regulation.” The last context is 
individual composing three factors: “Quantitative 
Self-Efficacy;” “Social Influence;” and “Performance 
Expectancy.” The following hypotheses are proposed 
to provide a foundation proposition for further test-
ing of the conceptual framework of HRA adoption. 
These proposed hypotheses were based on the results 
outlined in this paper: H1-H3 derived from the TOE 
framework by Tornatzky et al. (1990) and H4 derived 
from the empirical research by Vargas (2015) and 
Vargas et al. (2018). In summary, this framework 
is based on three contexts of the TOE framework 
and the 13 factors from the selected theories were 
noted as influential factors affecting the HRA adop-
tion level.

In conclusion, the HRA adoption model was devel-
oped from the empirical findings of the second-order 
SEM analysis base on the TOE framework. Otherwise, 
the HRA adoption model was proved through a 
quantitative method for generalizing to the large 
populations. This model was used to establish an 
HRA adoption framework for management purposes.

Ⅴ. Conclusion and Future Research 
Directions

This section presents the conclusion to summarize 
the study results and future research directions that 
suggest the new structure of the HRA adoption frame-
work as follows:

5.1. Conclusion

Although HRA is a new management domain, 
it will undoubtedly be the direction of future evi-
dence-based HRM or management by the fact which 

<Figure 11> Proposed Conceptual Framework
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is becoming a crucial role in a leading organization; 
nevertheless, it is still adopted at the earliest stage 
in organizations. Previous studies pointed out that 
organizational HRA adoption is needed in empirical 
research. Therefore, this study proposed the organiza-
tional conceptual framework of HRA adoption with 
four hypotheses using the Literature Weighted 
Scoring (LWS) based on three contexts of the TOE 
framework. In contrast, the new structure or the 
individual context was added, and those contexts 
were identified as the second-order factors. A total 
of 13 theory-derived factors are determined as influ-
ential first-order factors affecting HRA adoption, and 
the top three first-order factors are “Quantitative 
Self-Efficacy,” “Top Management Support,” and 
“Data Availability.” In academic contribution, this 
framework is valuable for further empirical research. 
In the management aspect, the results of this study 
are beneficial to any HR professional or HR practi-
tioner who plays the role of policymakers or enablers.

5.2. Future Research Directions

It is a concern that this study revealed the complete 

conceptual framework of HRA adoption in organ-
izations that can be highly useful for technology or 
innovation adoption in organizations. This frame-
work will be broadly generated in research appli-
cable to both public and private organizations, and 
State-Owned Enterprises (SOEs). Those organizations 
should apply this framework by brainstorming 
among executives to select and rank all the most 
relevant factors to their organizations. Further studies 
should focus on testing influence in each context 
and those 13 factors that may directly influence the 
adoption level. On the other hand, those factors may 
influence the individual adoption level after HRA 
was already adopted in organizations to consider 
technology acceptance. Moreover, this study can be 
replicated since some factors can be insignificant 
in some particular contexts, and new factors may 
emerge. HRA takes an effort to reduce the challenges 
which many organizations have been facing. Lastly, 
further studies should use this framework to guide 
the HRA adoption and answer the question “How 
HRA affects organizational performance?” or “How 
do organizations use HRA to increase organizational 
performance?” as illustrated in <Figure 12>.

<Figure 12> Proposed HRA Adoption Conceptual Framework for Further Study
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As illustrated in <Figure 12>, the proposed HRA 
adoption conceptual framework for further study 
combines two grand theories (TOE Framework 
and DOI Theory). Interestingly, four new structures 
(HRA Adoption Intention, HRA acceptance, 
Data Governance Framework, and Organization 
Performance) were added to extend the HRA adop-
tion studies, and six variances of the new structure 
were proposed to mediator analysis for further study. 
Although this study focused on HRA Adoption, the 
two mediators (Adoption Intention, and Acceptance) 
has recently received more attention. HRA user ac-
ceptance factors should be considered, such as useful-
ness and quality (Davis, 1989; Delone and McLean, 
2003; Phaosathianphan and Leelasantitham, 2019). 
Since the big data phenomenon has emerged, the 
data-driven approach receives more attractive atten-
tion in IS research. The new perspectives and topics 
on the development, adoption, and application of 
IS that imply the potential of data-intensive IS appli-
cations (Lee et al., 2016). Therefore, Eight compo-
nents of Data Governance (“Data Principles,” “Data 
Quality,” “Data Security,” “Data Architecture,” 
“Metadata Data Access,” “Data Lifecycle,” and “Data 
Storage and Infrastructure”) were derived from data 
governance domains according to Khatri and Brown 
(2010), and conceptual framework for data gover-
nance according to Abraham et al. (2019). Although 
the previous studies related to HRA adoption and 
data governance were limited, they still appear in 

HR strategic unit. For example, Sivathanu and Pillai 
(2019) found that talent analysis led to developing 
a high-performing talent pool that affects the organ-
izations’ performance. Several previous studies re-
lated to technology or innovation adoption found 
that HRA is an influential part of organizational 
performance. Therefore, organizations can rapidly 
integrate innovation into the existing infrastructure. 
The top management executives have a strong under-
standing of how technology and innovation can in-
crease business performance (Garrison et al., 2015). 
In summary, the studies of innovation or technology 
adoption, particularly HRA adoption, including or-
ganizational performance or data governance, are 
increasing more attention to the research. 
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