
Ⅰ. Introduction

Stock price forecasting has been actively studied 
as a practically and academically important topic. 

As the big data era has emerged, stock price prediction 
research using big data has become an area of active 
study. Various studies have predicted stock behaviors 
through machine learning methods, such as re-
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gression, k-nearest neighbor (k-NN), and support 
vector machine (SVM) analysis(Ren et al., 2015) using 
numerical data or technical indicators. Furthermore, 
due to advances in artificial intelligence and increased 
internet and social media data, studies are being ac-
tively conducted to increase accuracy in analyzing 
the stock market.

With advances in deep-learning methods, un-
structured data sources such as online news or social 
networking service (SNS) content related to enter-
prises have increased vastly. These data sources pro-
vide real-time information on industry trends and 
individual corporations and are valuable for stock 
price prediction. Particularly because stock prices 
are affected by information from various resources 
(Malkiel et al., 2013), analysis of online news is im-
portant in predicting stock prices because it provides 
relatively accurate information. By analyzing online 
news, various research techniques have emerged, such 
as extracting sentimental information(Jeong et al., 
2015) or creating event-embedded vectors(Ding et 
al., 2015) for stock price prediction.

Some current studies have proposed hybrid models 
that utilize numerical data or technical indicators 
with online news(Liu, 2018; Vargas et al., 2018). These 
studies focus on development of effective models, 
such as hybrid models, that concatenate data in final 
layers or on collecting highly explainable data before 
training. Through these approaches, some studies 
show that consideration of technical indicators or 
numerical data via online news may be better for 
stock price prediction than consideration of online 
news alone.

However, existing research mainly uses titles from 
online news, following methodologies that purport 
that usage of titles only is better for stock pre-
diction(Ding et al., 2014). In using only the titles 
of online news, this approach misses the real purpose 

of hybrid models to properly reflect all information 
through technical indicators. Furthermore, some on-
line news-based research attaches titles and content 
in training sets within a single model. This approach 
neglects the different characteristics of news titles 
and content. In this paper, we divide online news 
data into titles and content, training each component 
separately with different deep learning models.

We propose a hybrid deep learning model that 
appropriately analyzes titles and content derived from 
online news based on technical indicators. We aim 
to determine the best match between each data com-
ponent and deep learning method. In our best model, 
titles are analyzed through self-attention-based LSTM, 
while content is analyzed by self-attention-based 
CNN and technical indicators with bi-LSTM. Through 
an experiment with a Korean stock market dataset, 
our best model shows superior performance to base-
line models, which implies that online news content 
is a good data source for stock price prediction.

The rest of the paper is arranged as follows. We 
discuss related research and background context in 
Section 2. Our proposed methodologies for stock 
price prediction are introduced in Section 3. Section 
4 shows experimental settings and results, and Section 
5 addresses our market simulation strategy and 
results. Section 6 discusses our experiment results 
and the contributions of this study to existing 
research. Section 7 comprises conclusions and issues 
for future research.

Ⅱ. Background

This section discusses previous studies on stock 
price prediction with technical indicators and text, 
especially online news. Background methodologies 
are introduced, including deep learning methods and 
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self-attention mechanisms. Furthermore, our reasons 
for selecting self-attention-based CNN (selfAttn/CNN) 
and self-attention-based LSTM (selfAttn/LSTM) for 
analyzing online news are discussed.

2.1. Stock Prediction with Technical Indicators

In past research, stock price prediction has been 
a very interesting topic for researchers in various 
fields(Shen et al., 2012). Much research has been 
performed by companies and universities, and vari-
ous indicators have been used to more accurately 
predict stock prices.

Two primary approaches are mainly used. The 
first approach, called “fundamental analysis,” focuses 
on financial statement and potential business viability 
of companies as opposed to tracing stock prices. 
In contrast, analysis with technical indicators is about 
stock price movement based on mathematical calcu-
lations of stock prices or volume. With explosive 
growth in data volume, it is easier to predict market 
trends or stock price movement with mathematical 
calculations through machine learning techniques 
than with fundamental analysis. Various technical 
indicators have been utilized to predict stock prices, 
and as machine learning techniques have emerged, 
much research has analyzed price patterns and stock 
index prediction(Shah, 2007). 

Various studies use technical indicators. One study 
classifies various indicators such as highest price, 
lowest price, real strength index (RSI), and moving 
average using decision tree technique(Nair et al., 
2010). In addition, a study was performed to predict 
the type and movement of stock prices using in-
dicators such as stochastics and RSI and using k-NN 
for information on the movement of indicators 
(Teixeira et al., 2010). In addition, research on stock 
price prediction has been conducted using SVM tech-

niques along with techniques such as technical in-
dicators, macroeconomic indicators, and principal 
component analysis (PCA)(Choudry et al., 2008; Ren 
et al., 2015; Shen et al., 2012; Yu et al., 2014). Because 
stock price is affected by various factors including 
macroeconomic indicators, however, prediction ac-
curacy is relatively low.

In recent years, as deep learning technology has 
developed, research has proceeded using various in-
formation that affects stock prices in addition to 
that in traditional studies(Chen et al., 2015; Yoshihara 
et al., 2014). Representative information that affects 
stock prices includes domestic and international eco-
nomic conditions, news information, and com-
pany-related disclosures(Bank et al., 2011). This in-
formation can be obtained in online news and corpo-
rate disclosure systems. This paper uses text data 
from online news and forecasts stock prices in combi-
nation with 19 technical indicators comprising open, 
high, low, adjusted-close, and volume indicators. 
<Table 1> in section 4.1 shows previous research 
based on the technical indicators utilized herein.

2.2. Stock Prediction with Text Mining

With the development of natural language process-
ing technology, research to predict stock price fluctu-
ations has been conducted by analyzing texts from 
SNS and online news. In the case of SNS texts, some 
research attempts to predict fluctuations in stock 
prices by analyzing the emotions of investors, assum-
ing that actions of the investors are based on their 
emotions(Bollen et al., 2011). To analyze emotions, 
some studies extract subjects in texts through latent 
Dirichlet allocation (LDA)(Si et al., 2013) for analysis 
with constructed emotional dictionaries(Mittal et al., 
2012). In SNS texts, however, there is much slang 
and many typos, which cause difficulties in predicting 
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stock price fluctuations with extracted emotions be-
cause subjects are weak and sometimes incorrect. 

On the other hand, online news data are constant 
in amount, contain a lot of information in comparison 
to SNS text data, and have a correlation with changes 
in stock prices(Fu et al., 2008). In addition, because 
online news comprises official articles, few words 
are unclear, such as slang or typos. For this reason, 
recent studies have analyzed online news texts to 
predict stock price fluctuations. There are studies 
to predict the direction of stock prices via con-
struction of emotional dictionaries from online news 
texts(Yu et al., 2014), as well as a study to predict 
the direction of stock prices with construction of 
separate emotional dictionaries per company(Jeong 
et al., 2015; Yu et al., 2013). In addition, text is 
analyzed by the bag-of-words model, noun phrases, 
and individual names, while stock price prediction 
is conducted with SVM(Schumaker and Chen, 2009).

Recently, research has emerged using deep learning 
techniques, which are based on short-term and 
long-term events through text data to learn stock 
price predictions CNN(Ding et al., 2015). On the 
other hand, long short-term memory (LSTM) net-
works or gated recurrent unit (GRU) networks have 
been two main methods in research in stock pre-
diction fields. This paper proposes two main models, 
CNN and LSTM, both of which are based on self-at-
tention and are more powerful than basic CNN and 
LSTM.

2.3. Stock Prediction with Multiple Sources

To strengthen predictions, recent research utilizes 
both text data and technical indicators. Research has 
extracted features from online news text data, used 
technical indicators, and predicted stock prices 
through SVM(Zhai et al., 2007). In one study, techni-

cal indicators are labeled along with text data to 
perform stock price predictions through multiple ker-
nel regression analysis(Li et al., 2014). 

Recently, studies have emerged with deep learning 
architecture of CNN for analysis of text data and 
LSTM for analysis of technical indicators(Liu, 2018; 
Vargas et al., 2018). On the other hand, some studies 
have applied LSTM not only for text data, but also 
for numerical data. However, most existing studies 
have utilized only titles in stock prediction with deep 
learning techniques. In this paper, we not only show 
that content is useful for stock prediction, but we 
also try to identify the deep learning technique suit-
able for each set of data.

2.4. Difference between CNN and LSTM in 
NLP

There are many ways to obtain information from 
text data. Because deep neural networks are in the 
spotlight for natural language processing (NLP), 
several methods have been applied for text classi-
fication or word embedding and other tasks. In 
particular, CNN(Lecun and Bengio, 1995) and LSTM 
(Hochreiter and Schmidhuber, 1997), which are main 
structures in deep neural networks, have shown re-
markable achievements in various tasks, including 
NLP(Kalchbrenner et al., 2014; Kim, 2014; Zhang 
et al., 2015).

Because these two main types of neural networks 
have different structures, however, a lot of research 
compares the two architectures in NLP(Yin et al., 
2017). Previous research shows that CNN is better 
when extracting semantic meaning from natural lan-
guage data and to recognize key phrases from data. 
On the other hand, LSTM is better than CNN for 
overall tasks in NLP, relational classification, and 
text entailment and has shown outstanding results 
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in performing tasks to identify sequential information. 
In conclusion, CNN weakly consider context in-
formation but extract key phrases for target features. 
In contrast, LSTM strongly consider context in-
formation and are therefore better for overall NLP 
tasks, although the architecture has vanishing gra-
dient problems.

This paper utilizes online news content and titles 
separately for stock prediction because we assume 
different characteristics. Through an experiment, we 
compare various baseline models with our final mod-
el, determining which architecture is better suited 
for news content and titles.

2.5. Self-attention Mechanism

Self-attention mechanisms were first introduced 
in machine translation research(Vaswani et al., 2017). 
Because self-attention mechanisms have been mixed 
with several architectures with proven performance, 
many trials have successfully used self-attention with 
main deep learning architectures based on CNN or 
LSTM(Lin et al., 2017; Park et al., 2018; Shen et 
al., 2018; Woo et al., 2018).

Self-attention mechanisms utilize feature maps 
from deep-learning architecture. There are a lot of 
ways to use self-attention, but the objective begins 
with a concept of weighting the things that are consid-
ered more important, using a feature map in CNN 
or a hidden state in LSTM. This paper applies self-at-
tention for CNN and LSTM, respectively, when ana-
lyzing online news content and online news titles. 
In CNN, we used two self-attention module, channel 
attention and spatial attention which use feature map 
with different ways. In LSTM, we used set of summa-
tion weight vectors for LSTM hidden state, dotted 
with the final hidden state. Although it is not de-
scribed in this paper, we progressed several experi-

ments and we can check when use deep learning 
architecture with self-attention, it showed significant 
result than naïve architecture.

Ⅲ. Model

This section introduces our model architecture, 
which consists of three parts. The first part, selfAttn/ 
CNN, has a convolution layer based on a self-attention 
module. The goal of the first part is to analyze online 
news content, which are characterized by relatively 
long sentences. The second part is selfAttn/LSTM, 
which is a bi-LSTM model based on a self-attention 
module. This part utilizes online news titles as inputs, 
which are shorter than online news content. In both 
parts, basic forms of self-attention modules are used 
to determine the type of method best for each type 
of data. The third part is bi-LSTM with 19 technical 
indicators, and this part is fixed throughout our 
experiment. All parts trained together because the 
components are merged in fully connected layers 
and predict stock movement through output layers. 
<Figure 1> shows an abbreviated form of our model 
architecture.

3.1. SelfAttn/CNN

In the selfAttn/CNN layer, we borrow the self-at-
tention module from the convolution block attach-
ment module (CBAM)(Park et al., 2018; Woo et 
al., 2018). The CBAM has shown significant results 
in image classification and detection with using CNN 
based on self-attention and is treated as the basic 
form of the self-attention module when using CNN. 
We modified this module to match NLP. 

There are two self-attention modules in this part, 
channel attention and spatial attention. Input data 
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consist of N words from online news content. Input 
data are converted into three-dimensional data 
through the convolution layer, with C filters of size 

(k = number of words to convolute at once, 
300 = word embedding size). A feature map, with 
a size of , is obtained through the 
channel attention module. Each channel performs 
max pooling and average pooling and the size of 
results is . These results are concatenated to  and 
go through simple MLP which returns size of vectors. 
This vectors are divided to two 1XC vectors and 
get sum to make up channel attention in <Figure 
2>. Channel attention shows which channel is mean-

ingful for each corpus of words. Channel attention 
is multiplied to feature map and then goes through 
spatial attention module. In the spatial attention mod-
ule, the feature map inputs either max pooling or 
average pooling for each corpus of words with  
filters, comprising the spatial attention as shown in 
<Figure 2>. Although all k in the convolution layer 
and spatial attention module can have different val
ues, we used k = 2 throughout our experiment. 

The CBAM was used for image recognition and 
showed remarkable performance but could not be 
implemented to NLP in our research, especially for 
long texts. We modified the selfAttn/CNN part with 

<Figure 1> Model Architecture

<Figure 2> SelfAttn/CNN Architecture
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a self-attention module from CBAM in a way that 
contributes to utilization of online news content.

3.2. SelfAtt/LSTM

The selfAttn/LSTM layer is a bi-LSTM method 
with self-attention. We borrow the self-attention 
module from the Transformer(Vaswani et al., 2017) 
bi-LSTM self-attention module, which is regarded 
as a baseline of the self-attention mechanism. We 
modified this module slightly for our purposes.

Input data consists of N words from titles of online 
news. Input data goes through the bi-LSTM layer, 
and we extract the final hidden state of bi-LSTM 
to produce the self-attention map. With the last hid-
den state, we calculate dot-product self-attention, re-
ferring simply to the scalar-product of all hidden 
states from the LSTM layer with the final hidden 
state. This computation makes up self-attention mod-
ule, length of N. This module goes through softmax 
layer and receives the element product with the fea-
ture map of LSTM.

Even if LSTM is better at the vanishing gradient 
problem than vanilla RNN(Sundermever et al., 2012), 
it also has vanishing gradient problem. So selfAttn/LSTM 
also has vanishing gradient problem because it is 

based on LSTM and the self-attention map reflects 
content in the final hidden state. Our experiment 
shows that this method is more powerful when used 
for short sentences than is selfAttn/CNN. <Figure 3> 
shows our selfAtt/LSTM architecture.

3.3. bi-LSTM

For technical indicators, we used a bi-LSTM layer. 
Although technical indicators already imply past in-
formation, when predicting stock prices, it is im-
portant to consider information from the distant 
past and from the near past. Accordingly, we chose 
bi-LSTM rather than vanilla-LSTM.

In all our experiments, we have utilized the input 
data with 19 technical indicators for the past 7 days.

Ⅳ. Experiment

In this section, we first introduce datasets and 
training method. Then, we introduce our alternative 
models in comparison to our model. Finally, we show 
our experiment results and demonstrate the effective-
ness of our proposed model via t-tests.

<Figure 3> SelfAttn/LSTM Architecture
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4.1. Data and Training

For our experiment, we collected online news data 
about 33 companies from a Korean representative 
news portal. Our aim was to use the news to predict 
stock prices, so we had no choice but to target compa-
nies that often appear in the news. So, we chose 
the top 3 companies in the market capitalization 
ranking in 11 industries that the Korea Exchange 
(KRX) divided in the Korea Composite Stock Price 
Index (KOSPI200). With 33 companies, we can eval-
uate whether the model works well throughout the 
industries. The collection period was from January 
1, 2014 to December 31, 2018. The number of news 
articles per a company was at least 3,000 and the 
total number of news articles in our datasets was 
597,456. We utilized data from January 1, 2014 to 
December 31, 2016 for the training set, data from 
January 1, 2017 to December 31, 2017 for a validation 
set and data from January 1, 2018 to December 31, 
2018 for the test set. In addition, we collected technical 
indicators for each company in the same period. 

We utilized 19 technical indicators, calculated by 
open, high, low, adjusted-close, and volume indicators. 
<Table 1> shows formula for each indicators and 
previous research based on each indicator.

Throughout experimentations, we merged all on-
line news with technical indicators for each article. 
When training, we split articles into three parts which 
are titles, content, and technical indicators, and use 
them separately or together. For text data, we used 
KHAIII (KaKao Hangul Analyzer III) API for mor-
phological analysis and built own embedding model 
through the Word2Vec(Mikolov et al., 2013) method. 
In terms of online news, we were not able to use 
all texts, so we set thresholds of 15 characters for 
titles and 150 characters for content.

Model training was conducted by stock price pre-
diction per online news but the final results of each 
model were evaluated by stock price prediction per 
day. When making predictions, if the numbers of 
predictions in up and down directions are equal, 
then predictions are classified by sum of softmax 
scores for each prediction.

<Table 1> Technical Indicators

Technical Indicators Formula Reference

RSI-14
(Relative Strength Index)

Mizuno et al., 2012; Nair et al., 2010; 
Song, 2018 

CCI 
(Commodity Channel Index)

Hsu et al., 2011; Lee et al., 2011; 
Patel et al., 2015

Momentum Bruni, 2017; Nair et al., 2010; 
Zhai et al., 2007

ADX 
(Average Directional Index) Bruni, 2017; Song, 2018

Slow Stochastic K Choudry et al., 2008; Liu, 2018; 
Zhai et al., 2007
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4.2. Experiments Design

To evaluate our model, we compared several base-
line models in, consideration of differing ways of 
data usage and number of cases in the model selection. 
We designed a total of nine models in four cases.

SVM In the first case, we only used technical in-

dicators for predicting stock price. We used SVM 
instead of bi-LSTM which is our part of final model, 
because the amount of technical indicator data is 
too small for a deep-learning method. We selected 
SVM because, traditionally, SVM has been used most 
in several methods(Lin et al., 2013; Ren et al., 2015; 
Yu et al., 2014), and we compared it with our other 

<Table 1> Technical Indicators (Cont.)

Technical Indicators Formula Reference

Slow Stochastic D Choudry et al., 2008; Liu, 2018; 
Zhai et al., 2007

Stochastic-RSI K Bharathi et al., 2017; Bruni, 2017

Stochastic-RSI R Bharathi et al., 2017; Bruni, 2017

Williams Percent Range Liu, 2018; Nair et al., 2010; Zhai et al., 2007

MACD Bruni, 2017; Li et al., 2014; Nair et al., 2010

ROC 
(Rate of change)

Li et al., 2014; Nair et al., 2010; 
Zhai et al., 2007

Exponential Moving 
Average – 8

Bharathi et al., 2017; Bruni, 2017; 
Li et al., 2014

Exponential Moving 
Average – 20

Bharathi et al., 2017; Bruni, 2017; 
Li et al., 2014

Exponential Moving 
Average – 200

Bharathi et al., 2017; Bruni, 2017; 
Li et al., 2014

A/D 
(Accumulation/Distribution) Liu, 2018; Vargas et al., 2018; Zhai et al., 2007

On-Balance Volume Nair et al., 2010; Vargas et al., 2018

Bollinger Bands upper Nair et al., 2010; Teixeira et al., 2010

Bollinger Bands middle Nair et al., 2010; Teixeira et al., 2010

Bollinger Bands lower Nair et al., 2010; Teixeira et al., 2010



Predicting Stock Prices Based on Online News Content and Technical Indicators by Combinatorial Analysis Using CNN and LSTM with Self-attention

728  Asia Pacific Journal of Information Systems Vol. 30 No. 4

baseline models.
LSTM_T In this model, we utilized online news 

titles and technical indicators for stock prediction. 
We used bi-LSTM with self-attention for titles and 
bi-LSTM for technical indicators, calling the model 
LSTM_T. This baseline model is similar to a model 
from previous research(Liu, 2018) showing sig-
nificant performance in the S&P 500 index dataset. 
We modified the model to fit our approach. 

CNN_T We changed the method for analyzing 
online news titles from selfAttn/LSTM to selfAttn/CNN 
in LSTM_T, as previous research(Woo et al., 2018). 
We modified the model by discarding the LSTM 
layer for a day prediction level and added self-atten-
tion for news prediction level. Both LSTM_T and 
CNN_T are the main baseline models for baseline 
model for our experiments. They use only titles and 
technical indicators, while discarding content data 
from online news when performing stock prediction

LSTM_TC For the fourth model in <Table 2>, 
we used online news title and content together. This 
approach is the most common when utilizing online 
news. We used selfAttn/LSTM for online news, which 
contains titles and content together and we used 
bi-LSTM for technical indicators.

CNN_TC In this model, we utilized online news 
in the same way as in LSTM_TC, but we changed 
the model from selfAttn/LSTM to selfAttn/CNN. 
Comparisons between CNN_T and CNN_TC, LSTM_T 
and LSTM_TC reveal that which is better for longer 
texts and whether online news content has mean-
ingful information for stock price prediction. 

LSTM_T/LSTM_C Between the sixth model and 
the final model in <Table 2>, we split titles and 
content from online news and applied other methods 
for each dataset. In this model, we used selfAttn/LSTM 
for titles and content and bi-LSTM for technical 
indicators.

CNN_T/CNN_C In this case, we used selfAttn/CNN 
for either titles or content, and we used bi-LSTM 
for technical indicators.

CNN_T/LSTM_C In this case, we applied different 
methods for titles and content data. We applied 
selfAttn/CNN for titles and selfAttn/LSTM for content.

LSTM_T/CNN_C For our final model, we used 
online news titles and content separately and applied 
selfAttn/LSTM for titles, selfAttn/CNN for content 
and bi-LSTM for technical indicators. These methods 
are concatenated in fully connected layers. By com-
paring the sixth and ninth models, we determine 

<Table 2> Model Description

Data
MID

Technical 
indicators Title Content Title+

Content
SVM SVM - - -

LSTM_T LSTM SelfAttn/LSTM - -
CNN_T LSTM SelfAttn/CNN - -

LSTM_TC LSTM - - SelfAttn/LSTM
CNN_TC LSTM - - SelfAttn/CNN

LSTM_T/LSTM_C LSTM SelfAttn/LSTM SelfAttn/LSTM -
CNN_T/CNN_C LSTM SelfAttn/CNN SelfAttn/CNN -
CNN_T/LSTM_C LSTM SelfAttn/LSTM SelfAttn/CNN -
LSTM_T/CNN_C LSTM SelfAttn/CNN SelfAttn/LSTM -
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which is better for each dataset, comprising short 
and long texts. Furthermore, we can identify suitable 
ways to utilize online news data for stock price pre-
diction

4.3. Experiments Result

Our final results is shown in <Table 3>. Each 
model was evaluated with 33 companies. The summa-
rization of our final results are shown in <Table 
4> and <Figure 4>. <Table 4> represents accuracy 
of final results. However, in stock prediction, pre-
cision and recall indicators are also important when 
evaluating models. The results of precision and recall 
are shown in <Appendix A.1> and <Appendix A.2>.

When using only technical indicators with SVM, 
despite showing better average accuracy then 
CNN_T, the highest accuracy is only 59.02%. This 
is the lowest accuracy among the models.

When using online news titles with technical in-
dicators, as in CNN_T and LSTM_T, the main base-
line models, selfAttn/LSTM shows much more effec-

tive results than selfAttn/CNN. This finding is in 
line with the findings of previous research(Liu, 2018). 
It shows that selfAttn/LSTM is a much more powerful 
method especially for stock price prediction with 
short texts. Furthermore, selfAttn/CNN shows even 
lower performance than usage of technical indicators 
with SVM only.

On the other hand, in CNN_TC and LSTM_TC, 
which use long texts as input data, selfAttn/CNN 
outperforms the other models. Overall, the CNN_TC 
model performed in second place among the models. 
Its highest accuracy was 63.44% which was the best 
accuracy among all models. It seems that selfAttn/CNN, 
a mechanism inherited from CBAM has great per-
formance not only for images but also for long texts. 
Through the CNN_TC model, we conclude that on-
line news content has useful information. However, 
even though titles and content are included in the 
data, LSTM_TC shows lower performance than 
LSTM_T. When attempting to use online news con-
tent, LSTM is not the best method. Although not 
included in our experimental design, vanilla CNN 

<Figure 4> Model Comparison
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yields the worst performance. When used with self-at-
tention, CNN may be best for stock prediction. The 
method filters the more important words for stock 

price prediction and discards other words.
Between the sixth and seventh models, we gained 

some insight about online news data and the differing 

<Table 3> Experiments Results for Each Model

MID
Company SVM CNN_T LSMT_T CNN_TC LSTM_TC CNN_T/

CNN_C
LSTM_T/
LSTM_C

CNN_T/
LSTM_C

LSTM_T/
CNN_C

CJ LOGISTICS 55.74% 55.95% 56.55% 58.93% 57.14% 58.93% 62.50% 60.12% 60.12%
GS E&C 52.46% 50.33% 54.25% 60.13% 50.98% 57.52% 52.29% 50.98% 56.86%

Kakao 59.02% 60.08% 51.44% 60.08% 60.08% 60.08% 60.49% 62.96% 63.20%
KB Financial Group 53.28% 55.61% 57.65% 58.67% 49.49% 57.65% 50.00% 49.49% 54.59%

KT&G 58.20% 48.30% 57.39% 56.25% 50.00% 47.16% 47.73% 49.43% 59.09%
LGH&H 53.28% 50.83% 53.04% 47.51% 51.93% 50.28% 50.83% 49.17% 50.83%

LG ELECTRONICS 55.33% 56.79% 58.02% 55.97% 58.02% 56.38% 59.26% 57.20% 57.20%
LGCHEM 55.33% 53.60% 53.60% 51.80% 54.51% 53.60% 54.50% 55.86% 54.05%
NAVER 51.64% 59.75% 59.75% 57.68% 59.75% 59.75% 59.75% 61.41% 60.17%
POSCO 49.18% 49.59% 55.74% 52.05% 54.92% 53.28% 53.69% 55.74% 55.74%

S-Oil 56.15% 46.75% 59.09% 52.60% 55.84% 53.90% 52.60% 57.79% 53.15%
SKTelecom 52.05% 49.38% 49.38% 51.03% 52.27% 51.85% 52.26% 53.09% 53.91%

SK Innovation 54.10% 49.73% 53.01% 56.83% 50.00% 53.55% 49.73% 49.73% 54.10%
SK hynix 51.64% 54.73% 54.73% 55.97% 54.12% 54.73% 54.73% 56.38% 55.97%
KorZinc 55.33% 53.76% 60.22% 63.44% 50.54% 59.14% 56.99% 58.06% 55.91%
KiaMtr 48.36% 51.07% 52.36% 55.36% 49.79% 53.65% 47.64% 51.93% 55.36%

DaelimInd 49.18% 50.55% 48.35% 50.55% 49.73% 50.55% 51.65% 51.10% 54.40%
DSME 51.64% 47.03% 49.19% 52.97% 50.27% 49.19% 48.11% 47.57% 53.51%

SAMSUNG LIFE 54.92% 52.63% 52.11% 55.79% 53.69% 53.16% 52.11% 55.26% 60.53%
Samsung Elec 51.64% 48.36% 51.23% 48.36% 51.03% 48.36% 52.05% 52.46% 54.10%

Samsung HvyInd 48.36% 53.95% 53.95% 56.58% 53.62% 53.95% 53.95% 53.95% 53.95%
Celltrion 56.15% 55.74% 55.74% 55.74% 55.74% 55.74% 55.74% 55.74% 56.15%

ShinhanGroup 48.77% 53.69% 52.46% 54.51% 50.21% 56.15% 54.51% 52.87% 54.92%
S-1 56.97% 50.89% 49.11% 52.68% 52.24% 50.89% 50.00% 50.00% 53.57%

Yuhan 47.26% 47.26% 52.05% 54.11% 53.77% 47.26% 47.95% 51.37% 54.11%
KEPCO 52.05% 56.12% 57.65% 52.04% 56.38% 56.12% 56.63% 57.14% 56.63%

HanmiPharm 52.87% 54.17% 54.76% 54.76% 54.76% 57.74% 54.76% 56.55% 59.18%
HyundaiEng&Const 49.59% 46.81% 56.17% 54.04% 56.60% 56.17% 56.60% 56.17% 56.60%
HYUNDAIGLOVIS 52.05% 53.90% 51.06% 54.61% 51.77% 53.19% 49.65% 55.32% 57.45%

Mobis 53.69% 51.98% 52.97% 51.49% 53.47% 54.46% 49.01% 52.97% 54.61%
HYUNDAI STEEL 50.82% 56.35% 54.70% 52.49% 55.53% 56.91% 55.80% 55.25% 57.46%

KSOE 56.56% 51.12% 51.12% 49.78% 50.45% 51.12% 52.02% 49.78% 53.04%
HyundaiMtr 49.59% 47.13% 52.87% 47.54% 53.49% 49.59% 51.64% 48.77% 54.10%
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methods. First, the LSTM_T/LSTM_C comparison 
shows better performance for some companies, even 
though it has lower average accuracy than LSTM_T 
and LSTM_TC. We conclude that a method such 
as LSTM should be applied to short texts. The applica-
tion of LSTM to long texts, can yield lower results.

Second, CNN_T/CNN_C, which show lower per-
formance than CNN_TC, even selfAttn/CNN identi-
fies meaningful features in online news content, appli-
cation of selfAttn/CNN to titles tends to lower the 
performance. We can verify that each method returns 
different features, so methods should be selected in 
careful consideration of data properties.

Lastly, CNN_T/LSTM_C, which is the final base-
line model, we found better results when using 
selfAttn/CNN for titles and selfAttn/LSTM for con-
tent, than sixth and seventh models with higher aver-
age accuracy and higher accuracy in some companies. 
This suggests that each method analyzes different 
types of features and that these features contribute 
differently to stock price prediction. Nevertheless, 
this baseline model show lower accuracy than our 
final model, since selfAttn/CNN and selfAttn/LSTM 
are not the proper methods for predictive analysis 
in titles and content.

Based on these results, we designed our final model, 
LSTM_T/CNN_C. We chose selfAttn/LSTM for on-
line news titles and selfAttn/CNN for online news 
content. Even though the model with the best accu-
racy of results among companies is CNN_TC as 
shown in <Figure 4>, the average accuracy per day 
in all companies is highest in LSTM_T/CNN_C. In 
addition, <Figure 4> shows that our final model has 
the lowest variance, implying that it may be applied 
universally. Our model shows almost 3.5% and 2% 
higher accuracy than our main baseline models, which 
were designed from previous methods, CNN_T and 
LSTM_T. Also, our model demonstrated higher accu-
racy per company except for 3 and 8 companies 
for each method.

To verify that our final model is the best method, 
we compared all the other models through paired 
sample t-tests against our model. The alternative hy-
pothesis is reliable within 95% confidence, confirm-
ing that our final model performed better than other 
models. Each p-value can be checked in <Table 4>, 
and the t-test hypothesis can be written as:

<Table 4> Experiments Results for Each Model 

Models Max accuracy
among all companies

Average Accuracy
among all companies

p-value in 
paired t-test

p-value in 
proportions test

SVM 59.02% 52.82% 0.000 0.000
CNN_T 60.08% 52.24% 0.000 0.000
LSTM_T 60.22% 53.99% 0.002 0.011
CNN_TC 63.44% 54.31% 0.003 0.018
LSTM_TC 60.08% 53.39% 0.000 0.005

CNN_T/CNN_C 60.08% 54% 0.001 0.014
LSTM_T/LSTM_C 62.5% 53.25% 0.000 0.002
CNN_T/LSTM_C 62.96% 53.99% 0.000 0.020
LSTM_T/CNN_C 63.20% 55.89% - -
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We also confirm the differences of accuracy of 
the final model and other models using proportions 
test (refer the last column of <Table 4>). The results 
are consistent with those of the paired sample t-test.

Ⅴ. Market Simulation

In this section, the performance of our model 
is evaluated through market simulation. First, our 
market simulation strategy will be introduced. And 
our model performance will be compared with 
LSTM_T and KOSPI index. In the process of simu-
lation, we have considered transaction fees and tax 
for each transaction. We applied transactions fees 
for 0.015% and securities transaction tax as 0.1% 
since we only buy stocks that in KOSPI200.

5.1. Simulation Strategy

In. the market simulation, we used the 2018 data 
set, which were the test set of our experiment. For 
appropriate comparison, our model is compared with 
two models. First model is LSTM_T, which has shown 
the highest performance in previous researches(Liu, 
2018) that utilized only news titles with selfAttn/LSTM. 
Second model is KOSPI index which is our baseline 
model.

Our stock trading strategy is as follows. Our model 
and LSTM_T predict the rise and fall of the stock 
price of the next day. In order to make the best 
use of our model, we chose a strategy to buy at 
opening price and to sell at the closing price of compa-
nies among 33 companies. The strategy can be speci-
fied by two conditions. First, we purchased stocks 
of the top- companies which have high ratio of articles 
predicting that stock prices would rise next day, and 
we bought stocks of all companies that are tied with 

the . However, if there are less than companies whose 
ratio of articles that predict to rise exceeds 50 percent, 
we buy only stocks of companies with a ratio of 
more than 50 percent. Second, if there are too few 
articles per company on that day, the ratio of articles 
that predict to rise can be possible to rise closely 
to 1. Furthermore, it can make a problem of reliability 
since rise or fall is not determined by one or two 
online news. So, we set a threshold of the number 
of news articles and in our simulation, we buy a 
stocks of companies that have at least 4 articles on 
that day.

5.2. Simulation Results

Through the simulation in stock market, we can 
confirm again that our proposed model is better 
than LSTM_T and KOSPI index, the baseline model. 
Simulation result when set N from 3 to 10 is shown 
in <Table 5> and simulation result when is visualized 
in <Figure 5>. In all cases except top-4, our proposed 
model performed better.

In <Figure 5>, despite start with lower rate of 
return in stable stock market, LSTM_T has shown 
better cumulative return than KOSPI index. However, 
LSTM_T/CNN_C, which was our final model shown 
much better performance. It rated 11.59% return 
rate in slightly ascending stock market, in 2018.02 
to 2018.04 periods. Furthermore, our model has 
shown stable performance in dramatically falling 
market in 2018.06 to 2019.01. Finally, cumulative 
return of it was 14.11% higher than KOSPI index 
and 1.75% higher than LSTM_T. 

Based on our strategy, the number of stocks of 
companies can be an important factor. LSTM_T buys 
and sells 523 times in 2018, in contrast, LSTM_T/CNN_C 
buys and sells 974 times which are almost double. 
However, stock market in Korea had shown dramati-
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cally falling trends in 2018. So it is better not to 
buy stock, but LSTM_T/CNN_C shows stable per-
formance through finding better companies in falling 
stock markets. Furthermore, even though trans-
actions costs are considered, except for top-4, our 
proposed model haven shown better performance 
with higher number of transactions. As Korea 
stock market had shown ascending market in 2017 

which were the validation set in our experiments, 
LSTM_T/CNN_C would be expected to show much 
better performance in ascending market.

Ⅵ. Discussion

This section discusses about main contributions 

<Table 5> Simulation Results for Each Case 

Model
Top-N Kospi Index LSTM_T LSTM_T_CNN_C

Top-3 -17.53% -8.82% -6.65%
Top-4 -17.53% -5.85% -8.96%
Top-5 -17.53% -5.17% -3.42%
Top-6 -17.53% -5.54% -3.10%
Top-7 -17.53% -5.54% -4.42%
Top-8 -17.53% -5.54% -4.00%
Top-9 -17.53% -5.54% -3.86%
Top-10 -17.53% -5.54% -3.86%

<Figure 5> Market Simulation Result (Top–5)
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of this paper. First, differences in properties be-
tween online news titles and content are discussed. 
Subsequently, we show why we applied selfAttn/CNN 
for content and selfAttn/LSTM for titles.

6.1. Differences between Titles and Content

Through the experiment results, we can conclude 
that online news content and titles have different 
characteristics. The main purpose of online news 
is information delivery. In the case of titles, in-
formation is compressed because the topics of docu-
ments must be represented accurately and succinctly. 
On the other hand, online news content, charac-
terized by long sequences, may contain not only de-
tailed information but also unnecessary information 
for any given topic.

If the purpose is to analyze online news, then 
the characteristics of online news must be considered. 
Rather than attaching content and titles, it is better 
to utilize the components separately for superior 
analysis. As the experimental results show, attaching 
content and titles, represented in CNN_TC and 
LSTM_TC, is the worse approach. To obtain better 
performance, it is important to apply techniques that 
match the properties of the data.

6.2. Differences between CNN and LSTM

As discussed in Section 2.4, CNN and LSTM have 
different characteristics. Because online news content 
tends to contain much unnecessary information, it 
is critical to weaken the influence of unnecessary 
information for purposes of predictive analysis. While 
LSTM strongly consider context information(Yin et 
al., 2017), the results can contain a lot of noise. As 
our experiments show, LSTM with online news con-
tent result in lower performance. Accordingly, we 

applied CNN architecture to online news content. 
Even though CNN weakly consider the context in-
formation, CNN are considered good at extracting 
local information(Zhou et al., 2015) and extracting 
semantic information(Yin et al., 2017). In conclusion, 
online news contents have much unnecessary in-
formation, the techniques extract key phrases and 
semantic meaning of key phrases very well.

On the other hand, LSTM architecture, which 
strongly considers context information, tends to ob-
tain all information in data. Because online news 
titles have compressed information, it is necessary 
to extract features from titles for stock prediction. 
However, in a simple comparison of CNN_T and 
LSTM_T, CNN shows worse performance not only 
in a previous research(Liu, 2018), but also in our 
experiments. Thus, we conclude that LSTM archi-
tecture is more suitable than CNN for stock price 
prediction with online news titles.

Ⅶ. Conclusion

This paper contributes to our understanding of 
how to use online news data for stock price prediction. 
Previous studies have typically used only news titles. 
In this paper, however, we tried to use news articles 
content with news titles to stock prediction. Also, 
we proposed to use different deep-learning archi-
tectures for news titles and content separately. 
Through the experiments with Korea stock market 
data from 2014 to 2018, we revealed that even if 
it seems news titles and news contents similar in-
formation, each should be analyzed differently. We 
found that our proposed approach working better 
than previous approaches, because different deep-learn-
ing architectures for titles and content can extract 
proper features. 



Sang Hyung Jung, Gyo Jung Gu, Dongsung Kim, Jong Woo Kim

Vol. 30 No. 4 Asia Pacific Journal of Information Systems  735

This paper also figured out how to use CNN and 
LSTM properly by applying them to Title and 
Contents data respectively. Title, who has relatively 
short with condensed information, said it is better 
to use LSTM than CNN, while contents, which has 
relatively long with unnecessary information, re-
vealed that using CNN can bring stronger perform-
ance than LSTM. Our final proposed model consists 
of three parts, selfAttn/LSTM for titles, selfAttn/LSTM 
for content and bi-LSTM for technical indicators.

Nevertheless, this paper leaves some issues for 
further research. This paper mainly focuses on ways 
to utilize online news data and not on optimizing 
the performance of the models. Accordingly, we need 
to more work is needed to optimize the hyper-param-
eters of the proposed models. Also, there is room 
to improve prediction performance through more 
elaborate pre-processing, such as not only with word 

embedding, morphological analysis, and filtering of 
online news data, but also with preparing longer 
periods of data, especially for appropriate comparison 
to model that predicts only with technical indicators. 
To generalize the proposed approach, we need to 
perform experiments with stock markets data of other 
countries.
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<Appendix A.1> Experiments Results for Each Model (Precision)

MID
Company SVM CNN_T LSMT_T CNN_TC LSTM_T

C
CNN_T/
CNN_C

LSTM_T/
LSTM_C

CNN_T/
LSTM_C

LSTM_T/
CNN_C

CJ LOGISTICS 43.52% 39.13% 48.75% 39.13% 34.78% 36.36% 34.41% 50.00% 48.00%
GS E&C 31.16% 53.13% 52.08% 53.13% 50.00% 54.10% 50.00% 50.00% 52.08%

Kakao 47.24% 43.21% 44.81% 56.76% 35.07% 34.84% 43.24% 56.76% 47.27%
KB Financial Group 43.47% 43.75% 52.86% 43.75% 34.62% 52.86% 45.03% 44.81% 44.33%

KT&G 45.64% 36.26% 52.05% 55.56% 41.03% 40.21% 40.00% 41.90% 55.56%
LGH&H 47.53% 48.05% 46.36% 48.05% 46.23% 48.10% 48.21% 48.41% 39.45%

LG ELECTRONICS 31.22% 28.57% 69.23% 28.57% 41.05% 34.78% 30.77% 37.50% 38.10%
LGCHEM 43.35% 41.92% 52.63% 40.89% 33.33% 46.22% 50.00% 41.92% 69.23%
NAVER 47.27% 62.50% 31.16% 62.50% 37.08% 38.24% 34.08% 39.81% 40.00%
POSCO 41.98% 41.56% 31.48% 41.56% 33.33% 37.93% 38.57% 40.00% 48.48%

S-Oil 49.29% 21.88% 50.00% 21.88% 47.17% 32.00% 41.75% 31.82% 43.21%
SKTelecom 39.66% 48.48% 62.83% 48.48% 46.69% 48.89% 43.61% 45.93% 46.39%

SK Innovation 38.64% 66.67% 57.63% 66.67% 54.55% 43.75% 46.15% 60.00% 58.93%
SK hynix 31.48% 39.80% 56.76% 46.28% 37.94% 40.83% 33.33% 36.36% 50.00%
KorZinc 43.08% 39.79% 37.93% 49.57% 38.46% 31.48% 48.09% 55.56% 66.67%
KiaMtr 48.59% 63.64% 47.11% 63.64% 30.22% 55.14% 46.58% 55.32% 62.83%

DaelimInd 31.89% 41.18% 55.43% 41.18% 46.58% 52.73% 53.23% 53.85% 49.25%
DSME 30.28% 46.61% 40.54% 46.61% 49.44% 48.03% 47.83% 47.83% 47.83%

SAMSUNG LIFE 46.23% 50.00% 48.98% 50.00% 56.76% 33.33% 41.94% 53.85% 45.45%
Samsung Elec 33.86% 48.56% 46.81% 48.56% 40.00% 48.56% 48.56% 41.61% 47.73%

Samsung HvyInd 34.55% 32.19% 49.13% 38.97% 34.79% 48.75% 47.46% 30.99% 52.05%
Celltrion 46.82% 39.76% 32.33% 39.76% 29.89% 35.31% 38.75% 42.09% 40.23%

ShinhanGroup 47.08% 57.63% 52.03% 57.63% 46.84% 55.45% 56.07% 55.84% 52.63%
S-1 36.94% 51.35% 53.13% 51.35% 52.38% 48.16% 42.22% 51.22% 54.55%

Yuhan 37.57% 43.67% 43.70% 42.86% 44.04% 33.83% 44.46% 34.41% 57.63%
KEPCO 34.05% 39.60% 37.09% 33.95% 50.00% 40.16% 22.22% 35.71% 44.44%

HanmiPharm 49.01% 37.50% 34.62% 37.50% 43.86% 31.58% 44.15% 66.67% 38.89%
HyundaiEng&Const 35.29% 41.22% 57.63% 41.22% 32.88% 45.53% 39.58% 38.64% 50.00%
HYUNDAIGLOVIS 36.06% 30.40% 48.33% 46.57% 36.36% 45.45% 34.15% 50.00% 48.98%

Mobis 46.89% 50.00% 38.85% 50.00% 48.84% 47.76% 47.03% 50.66% 48.33%
HYUNDAI STEEL 43.05% 54.55% 52.05% 54.55% 35.71% 39.71% 50.00% 46.67% 40.23%

KSOE 44.07% 39.54% 62.50% 55.43% 33.33% 41.38% 36.92% 33.33% 49.14%
HyundaiMtr 47.87% 40.23% 32.46% 40.23% 42.93% 38.18% 40.00% 43.24% 39.25%

Average per model 41.05% 44.31% 47.86% 46.75% 41.40% 42.72% 42.68% 45.84% 49.00%
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<Appendix A.2> Experiments Results for Each Model (Recall)

MID
Company SVM CNN_T LSMT_T CNN_TC LSTM_T

C
CNN_T/
CNN_C

LSTM_T/
LSTM_C

CNN_T/
LSTM_C

LSTM_T/
CNN_C

CJ LOGISTICS 21.50% 13.24% 1.47% 13.24% 11.76% 17.65% 4.41% 5.88% 17.65%
GS E&C 22.39% 22.67% 2.67% 22.67% 4.00% 44.00% 2.67% 6.67% 33.33%

Kakao 19.06% 39.16% 13.54% 33.70% 38.47% 42.33% 16.67% 8.33% 19.79%
KB Financial Group 30.25% 97.67% 93.02% 97.67% 20.93% 43.02% 38.09% 95.35% 50.00%

KT&G 33.86% 45.21% 52.05% 45.21% 43.84% 53.42% 49.32% 60.27% 53.42%
LGH&H 86.05% 86.05% 45.70% 86.05% 56.98% 88.37% 94.19% 88.37% 50.00%

LG ELECTRONICS 35.29% 1.98% 2.97% 1.98% 46.05% 7.92% 3.96% 5.94% 15.84%
LGCHEM 27.37% 39.00% 17.65% 41.13% 0.98% 53.92% 1.96% 8.82% 20.59%
NAVER 33.30% 5.21% 10.42% 5.21% 47.00% 13.54% 32.77% 36.77% 16.67%
POSCO 15.69% 29.63% 31.48% 29.63% 0.93% 30.56% 25.00% 11.11% 27.78%

S-Oil 22.75% 10.94% 50.00% 10.94% 39.06% 12.50% 67.19% 10.94% 54.69%
SKTelecom 30.02% 42.48% 62.83% 42.48% 33.72% 58.41% 51.33% 54.87% 68.14%

SK Innovation 62.83% 4.30% 5.38% 4.30% 25.81% 30.11% 6.45% 6.45% 35.48%
SK hynix 15.25% 36.36% 6.42% 48.71% 43.69% 30.68% 0.92% 40.92% 2.75%
KorZinc 35.66% 6.82% 11.36% 6.82% 34.09% 13.64% 9.09% 22.73% 34.36%
KiaMtr 27.03% 23.14% 47.11% 23.14% 48.10% 48.76% 28.10% 42.98% 49.38%

DaelimInd 20.25% 22.83% 55.43% 22.83% 36.96% 31.52% 35.87% 30.43% 35.87%
DSME 38.36% 62.50% 32.91% 62.50% 37.40% 82.95% 36.38% 37.39% 36.05%

SAMSUNG LIFE 15.81% 1.12% 13.48% 1.12% 23.60% 1.12% 29.21% 39.33% 39.33%
Samsung Elec 18.58% 31.24% 44.25% 45.54% 1.69% 30.29% 47.07% 37.76% 88.98%

Samsung HvyInd 33.39% 36.12% 46.78% 41.45% 43.04% 46.14% 37.55% 44.65% 33.59%
Celltrion 48.60% 32.61% 46.91% 44.32% 49.13% 48.60% 42.82% 48.13% 80.37%

ShinhanGroup 45.53% 55.28% 52.03% 55.28% 30.08% 45.53% 48.78% 34.96% 32.52%
S-1 37.71% 38.09% 15.79% 35.88% 77.19% 33.48% 33.33% 73.68% 31.58%

Yuhan 17.54% 32.78% 43.75% 41.63% 40.82% 42.85% 32.16% 48.90% 42.19%
KEPCO 35.25% 39.43% 34.67% 42.89% 9.41% 39.96% 2.35% 5.88% 42.35%

HanmiPharm 35.30% 8.00% 25.33% 8.00% 46.72% 16.00% 30.22% 2.67% 18.67%
HyundaiEng&Const 27.14% 59.80% 0.98% 59.80% 36.59% 54.90% 18.63% 16.67% 48.04%
HYUNDAIGLOVIS 16.20% 1.54% 12.31% 1.54% 6.15% 15.38% 21.54% 33.85% 36.92%

Mobis 54.90% 2.08% 45.26% 2.08% 21.88% 46.82% 90.63% 80.21% 60.42%
HYUNDAI STEEL 33.90% 7.59% 12.66% 7.59% 6.33% 34.18% 31.65% 8.86% 44.30%

KSOE 27.53% 44.17% 5.56% 36.09% 0.93% 40.33% 22.22% 3.70% 79.63%
HyundaiMtr 32.20% 30.70% 32.46% 30.70% 43.07% 36.84% 31.58% 28.07% 36.84%

Average per model 32.01% 30.60% 29.53% 31.88% 30.50% 37.45% 31.03% 32.77% 40.53%
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