
Ⅰ. Introduction

The stocks markets have become an important 
investment activity around the world and the pro-
liferation of internet and online trading systems have 
drawn millions of small individual investors in to 

the stock market (Tsai and Wang, 2009). For in-
dividual investors who are interested to invest their 
hard earned money in stock markets is major financial 
decision to earn superior returns compared to other 
financial instruments. Investment in stock markets 
needs sound understanding of the risks involved in 
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the stock price evaluation which depends on the 
technical and fundamental features of the stock. 
Majority of the investors do not understand the com-
plex dynamics of stock markets nor are they qualified 
to select stocks for investments. For many small time 
individual investors it is beyond their budget and 
time to take the help of good financial advisors who 
can guide them in stock market investments. The 
reputation of these financial advisors has also been 
in question many times due to the wrong decisions 
they have taken without any consideration for Risk 
vs Reward calculations. Many of the financial advisory 
websites related to stock price prediction have not 
been accurate and have been a cause for financial 
doom for many small time investors (Leong and 
Zaki, 2018), (Montmarquette and Viennot-briot, 
2012). There is strong need for an Automated 
Decision Support System which can help individual 
investors to accurately predict stock prices and auto-
matically create a good portfolio of stocks to diversify 
risk and earn premium returns.

The Main Objectives of this study are:
•Study the computational systems available for 

stock price prediction 
•Study the current Machine learning techniques 

used for stock prediction and describe their limi-
tations

•Study the critical intrinsic and macro-economic 
features that directly affects the stock price

•Develop a Stock prediction Model based on 
ANNs

•Develop a Stock portfolio model using Machine 
learning clustering techniques

•Design a Computational Decision Support sys-
tem to predict stock prices and create automatic 
stock portfolios 

•Describe the outcomes, implications and limi-

tations of the study

Detailed literature review in the area of stock price 
prediction and portfolio creation finds that there 
are very few machine learning models based on funda-
mental attributes of a stock (Huang et al., 2019) 
and majority of the portfolio selection models still 
use traditional quantitative models (Dipietro, 2019) 
and do not use machine learning techniques. The 
model presented in this paper adds significant body 
of knowledge to the existing literature by using the 
machine learning models such as ANNs and K-means 
using fundamental attributes for stock price pre-
diction and portfolio selection respectively, the liter-
ature review section provides the details of the 
findings. 

In this study, we propose a financial decision sup-
port system which can predict stock prices with a 
reasonable degree of accuracy for long term invest-
ments as opposed to daily price movements and also 
perform the risk analysis to automatically create a 
portfolio of top performing stocks for risk diversifica-
tion and earning premium returns compared to aver-
age market return. The stock prediction is based 
on special case of Artificial Neural Networks (ANNs) 
called Multi-Layer Perceptrons (MLP), the MLP 
model takes in to account the fundamental features 
which are intrinsic to the stock. The fundamental 
features also called as Intrinsic features of the stock 
such consists of critical financial ratios of the firm 
that the stock represents. The MLP in this study 
was trained using open source financial data of select 
stocks listed on the NSE (National Stock Exchange, 
India). The financial decision support system also 
features an automatic portfolio creation based on 
the top performing stock predictions and performs 
an evaluation of the Risk vs Reward criteria. The 
automatic portfolio creation is an un-supervised clas-
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sification problem and we propose to use K-Means 
clustering algorithm to select group of stocks based 
on the Portfolio Risk (β) and Portfolio return (Rp). 
The study is divided in to two distinct phases; the 
first phase involves the design of MLP based stock 
prediction model and the second phase involves 
creation of stock portfolio based on supervised ma-
chine learning classification models. The details of 
these two phases are described in the “Models and 
Methods” Section 3 of this paper. 

The data for training these models is collected 
mainly from open source financial websites, The top 
50 companies by Market capitalization listed on the 
NSE were considered for analysis, The data was parti-
tioned in to training and test sets for proper validation. 
The results of the ANN stock price prediction are 
accurate and relative root mean squared error of 
8.77% and based on the stock price, the portfolio 
selection was done by an unsupervised learning 
K-Means clustering algorithm that created 6 portfo-
lios and cluster 1 was selected because of the highest 
return and the lowest risk profile, details of the data 
sources and analysis is provided in the “Data 
Analysis” Section 4 of this paper. The major im-
plications of this study are that ANNs with funda-
mental stock attributes are more efficient and accu-
rate in predicting stock prices and using K-means 
clustering algorithm for stock portfolio selection pro-
vides premium returns and reduces the portfolio risk. 
This study has implications on the financial domain 
where machine learning models in financial decision 
support can make the capital markets more efficient 
and less risky.

Ⅱ. Literature Review

The main aim of this literature review is to find 

out prior research in the area of stock prediction 
and particularly find out the methods and models 
used in financial domain for stock price prediction. 
The research papers are reviewed based on the 
Machine Learning or Mathematical model they em-
ploy, Input feature set used to train models based 
on technical or fundamental attributes, Model 
Outputs in the form of classification signals (Trend, 
Buy, Sell, Hold, Etc.) or Numerical signals (Stock 
Prices) and prediction time frame (i.e., Long term 
or Short term prediction).

The basic premise that Stock prediction is a viable 
option can be derived from the outcome of studies 
involving Efficient Market Hypothesis (EMH). As 
per the EMH theory (Malkiel, 2003), financial mar-
kets are considered to be very efficient and the asset 
prices reflect all the financial information available 
in public domain and it is impossible to generate 
excessive returns through informed investment 
decisions. The EMH theory believes that market par-
ticipants make rational decisions and any deviations 
will be quickly eliminated by market arbitrageurs.

(Sung et al., 2016) make significant contribution 
to prove that Efficient Market Hypothesis is null 
and proves that the machine learning techniques such 
as ANNs and SVMs are able to forecast financial 
markets. The study compares the legacy econometric 
Models adopted by Economists vs cutting edge pre-
diction models based on Machine learning. This is 
a foremost study conducted on stock markets to com-
pare effectiveness of ML vs Econometric prediction 
models on short term Daily and Intraday stock prices. 
The results of this study have major implications 
in the field of Finance as they suggest that the Machine 
learning models like ANNs and SVMs outperform 
the econometric models which are mostly linear in 
nature. The ML techniques can build complex 
non-linear models which are suitable for stock 
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predictions.
A detailed survey of literature was done on current 

stock prediction computational methods and usage 
of Decision Support systems in financial domain. 
There are few important methods for stock prediction 
namely (1) Technical Analysis, (2) Time Series 
Forecasting, (3) modeling and predicting volatility 
of stocks using differential equations and (4) Machine 
Learning and Data Mining (Khaidem et al., 2016). 
This literature review focuses on the Machine 
Learning and Data Mining techniques. 

In the last decade, there has been a focused effort 
both in Academia and Industry to explore stock price 
trend prediction from finance perspective as well 
as from the combination of two major IT areas which 
are AI and Data Mining (Yong and Taib, 2009). 
In the recent times, with the proliferation of Machine 
learning algorithms in the financial domain, many 
studies have focused on the usage of various machine 
learning algorithms including ANNs for stock price 
prediction, however there are many limitations in 
the current application of ANNs which have mostly 
focused on the technical parameters which result 
in inaccurate and unusable prediction by investors 
(Pyo et al., 2017). Many studies in this field have 
suggested the use of various computational models 
for stock price prediction such as ANNs, SVMs and 
Genetic algorithms which have mostly used technical 
indicators (Ican and Çelik, 2017). Recent studies on 
the comparison of various computational and ma-
chine learning models used for prediction of stock 
market indices have indicated that ANN’s perform-
ance is better than other computational models 
(Banik et al., 2014). 

The price of stock price involves complex combina-
tion of company performance, investor sentiments 
and economic factors. (Kusuma et al., 2019) have 
developed a model using ANNs with candlestick tech-

nical indicators as input and predicting the future 
movements of the stock price. 

(Pang et al., 2018) have developed a method using 
deep long short-term memory neural network 
(LSTM) and long short-term memory neural network 
with automatic encoder to the stock market index. 
The input features are purely based on technical 
indicators. The accuracy of two models is poor with 
57.2% and 56.9%, respectively, for the Shanghai 
A-shares composite index. This method is not suitable 
for long term invest decisions as the predictions are 
only useful for day Traders.

(Di Persio and Honchar, 2016) propose a machine 
learning approach to predict stock market indices 
using various ANN techniques such as MLP, CNN, 
Wavelet NN and other ensemble techniques. The 
main goal was to predict the stock market index 
trend based on technical parameters and features 
the time series analysis and forecasting. The accuracy 
of the model is quite poor with only around 50% 
accuracy. Based on the results, it claims that ANNs 
are most suitable in dealing with financial data. This 
approach is only suitable for Short term and Day 
traders.

(Chong et al., 2017) propose a Stock Prediction 
Model based on Deep Neural Networks (DNN) with 
intraday technical features as input to the model 
and is focused on forecasting the times series stock 
price data with the help of Technical indicators. The 
study employs three data representation methods; 
principal component analysis, auto encoder, and re-
stricted Boltzmann machine, and construct three-lay-
er deep neural networks (DNN). The main finding 
of this study is that Artificial Neural Networks (ANN) 
performs better than the linear regression models.

(Malagrino et al., 2018) explore the options of 
predicting Stock Market index movements using a 
Machine learning technique called Bayesian Networks. 
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The study focusses on the external events that affect 
the Brazilian stock market index (iBovespa) such 
as closing directions of other stock market indices. 
The accuracy of the Bayesian network is stated as 
71%. The prediction of stock market indices does 
not give any benefits to long term investors in terms 
of investment decision making process.

Some of the recent systems developed for financial 
domain prediction are more focused on the broad 
Buy, Sell or Hold signals as opposed to numerical 
prediction of stock prices, these methods are simpler 
that the numerical prediction models and are widely 
being used as stock trading systems, though their 
accuracy levels are low. These systems are based on 
Machine Learning techniques such as Naive Bayes, 
k-Nearest Neighbor (k-NN), Support Vector Machine 
(SVM), Artificial Neural Network (ANN) and 
Random Forest (Selvamuthu et al., 2019). Time series 
technical data is used as input features for the Machine 
learning models. A separate model for each stock 
is trained on the past time series technical data. A 
major shortfall of this approach is that it does not 
generate sell signals when the stock prices have gone 
down (Report, 2016). Using a similar methodology 
(Khaidem et al., 2016) give a brief summary of the 
various stock prediction techniques such as Technical 
analysis, Time series forecasting, Machine Learning 
and differential equations. The authors propose a 
novel approach to predict stock prices based on a 
machine learning technique called as Ensemble learn-
ing which is in turn based on Random Forest decision 
trees. The input feature set to the model is technical 
data such as Relative Strength Index (RSI), stochastic 
oscillator, Etc. (Agrawal et al., 2019) have developed 
a stock prediction model using ANNs that outputs 
the broader trend of BUY, SELL or HOLD signals 
and conclude that ANNs are suitable for financial 
domain.

There are also studies which use hybrid machine 
learning techniques to boost the performance of stock 
market predictions. (Tsai and Wang, 2009) propose 
a novel methods of stock price prediction by combin-
ing two machine learning methods namely the 
Decision trees and ANNs. The combined model 
seems to be more accurate than single models with 
accuracy in the range of 70%. The inputs feature 
set for the model consists of technical time series 
data.

There has been some interesting work in the area 
of using daily stock trading patterns to predict stock 
prices. Detecting trading patterns in a stock market 
and forecasting the stock movements is a complex 
task given the non-linear and non-stationary behavior 
of the stock prices. Stock markets generate a complex 
multi frequency trading patterns which eventually 
affect the stock prices. (Zhang et al., 2017) have pro-
posed a novel method of combining machine learning 
techniques with core mathematical principles. The 
Neural networks are used in combination of Fourier 
transforms to create a State Frequency Memory 
(SFM) recurrent network used for stock price pre-
diction (Zhang et al., 2017). The accuracy of this 
system is still unproven given the complexities in-
volved in building such a model (Wen et al., 2019).

There are many limitations in the current machine 
learning computational models including ANNs used 
for stock price prediction (Diakoulakis et al., 2018), 
the inaccuracies are mainly because most of these 
models do not take in to account the fundamental 
parameters affecting the stock price as they are mostly 
rely on daily technical indicators which are very 
volatile. Anbalagan & Maheswari show that the 
Simple Moving Average (SMA), Exponential Moving 
Average (EMA), Moving Average Convergence 
Divergence (MACD) and Relative Strength Index 
(RSI) are some of the Technical Indicators which 
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are used as input to train the ANN system which 
is integrated with Fuzzy Metagraph (Anbalagan and 
Maheswari, 2014).

In the existing literature on financial domain, there 
are very few stock prediction models which are 
based on Fundamental attributes of the stock. One 
such paper (Cheng and Chen, 2007) by provides 
a methodology to use stock fundamental features 
to predict Revenue growth rate (RGR) which is 
one of the most important factor in determining 
stock price. The prediction models are developed 
using Decision Trees, MLP, Bayes Networks and 
Rough sets. The input features to model are rev-
enues, assets, income, profit and costs. This model 
gives a good baseline to use fundamental analyses 
for stock price prediction. (Huang et al., 2019) have 
developed a comparative study of feed-forward neural 
network (FNN) and adaptive neural fuzzy inference 
system (ANFIS) based on fundamental attributes and 
conclude that FNNs have better performance over 
other techniques.

Many ANN models have used technical indicators 
as the input feature set and have presented detailed 
limitations with the models (Dase and Pawar, 
2010).The studies which have used ANNs for stock 
price prediction with fundamental parameters have 
limited themselves to small subset of features such 
as EPS (Earnings per Share) (Rudin, 2012). 

An empirical study conducted show that the se-
lection of input variables can generate higher forecast 
accuracy and it is possible to enhance the performance 
of the optimized ANN model by selecting input varia-
bles appropriately (Qiu and Song, 2016). Many stud-
ies have analyzed existing and new methods of stock 
market prediction and have identified a common 
flaw in Technical Analysis methodology (Dunne, 
2017). It is very important to select the input parame-
ters for ANNs which have a direct effect on the 

stock price which depend on the intrinsic financial 
ratios of the stock. 

On the other hand, Stock portfolio generation, 
selection and Optimization still use traditional quan-
titative techniques (Dipietro, 2019) and a lesser usage 
of Machine learning, though large fund managers 
in developed economies have started using these tech-
niques with limited results (Song, 2014). (Flechas 
Chaparro et al., 2019) have done comprehensive stud-
ies of the quantitative and econometric models that 
are widely used in financial domain for stock portfolio 
selection and their evolution, it can noted that quanti-
tative models are still widely used in for stock portfolio 
selection. The race is on to use Machine learning 
techniques for Stock Portfolios (Text, 2018), but many 
of these initiatives are limited to predicting the general 
trend and the optimization of portfolios (Arik et 
al., 2014) rather than constructing a complete portfo-
lio which can perform a completely automatic Risk 
and Reward analysis.

After doing extensive literature review, we find 
that there are many computational and machine 
learning models used in stock price prediction, many 
of these models have focused on determining the 
daily movements of stock prices and mostly rely 
on technical indicators and ignore the fundamentals 
driving the stock price. Most of the models that 
we have reviewed in the literature have only focused 
on day-to-day price prediction which is of interest 
to Day traders, but we could not find any compre-
hensive models that were built for value investors 
who are more focused on long term investments. 
Based on this finding, we believe that there are very 
few comprehensive machine models currently to pre-
dict long-term movements of stock prices which shall 
be very useful for individual stock investors. Also 
the current Stock Portfolio construction, selection 
and optimization models are mostly manual and the 
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use of machine learning in this area is yielding limited 
results.

Based on the literature survey, ANNs are the best 
approach for stock price prediction after extensive 
comparative analysis between various computational 
models and find that choosing the correct input fea-
ture set to the ANN consisting of fundamental finan-
cial parameters can improve the accuracy of stock 
price prediction and we conclude that there is a 
strong need for developing a Machine learning model 
based on ANNs with intrinsic features as input set 
and also generate and select stock portfolios with 
Risk and Reward analysis done by machine learning 
algorithms.

Ⅲ. Methods and Models

In this study, Machine learning and Mathematical 
Models are used for Stock price Prediction, Portfolio 
Generation, Evaluation and Selection. The Model 
consists of three distinct phases where the first phases 
involves predicting the Stock Prices using Machine 

Learning ANNs, Second phase involves auto gen-
eration of Portfolios consisting of various stock com-
binations which is based on a Mathematical Model 
and the final phase involves using supervised Machine 
learning Classification Models to evaluate the 
Portfolios and finally select the best performing 
Portfolios. The Architecture of the system for predict-
ing stock prices, automatic stock portfolio generation, 
evaluation and selection is described below. The main 
components of the system consist of:

•ANN based Stock prediction Model
•Mathematical Model for creating Stock Portfolios
•Clustering Model for Stock Portfolio Evaluation 

and Selection

3.1. ANN Based Stock Prediction Model

Fundamental Value / Intrinsic Value of a Stock
Intrinsic value refers to the value of a stock de-

termined through fundamental analysis without ref-
erence to its market value (Putra et al., 2019). It 
is also generally called fundamental value. The attrib-

<Figure 1> Machine Learning Based Stock Price Prediction and Portfolio Selection Model
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utes that directly affect the intrinsic value of a stock 
are its core financial indicators that indicate the health 
of the company and its long term growth prospects. 
The financial parameters groups considered for in-
trinsic value are listed below:

•Investment Valuation Ratios ( )
•Profitability Indicator Ratios ( )
•Liquidity Measurement Ratios ( )
•Debt Ratios ( )
•Cash Flow Indicator Ratios ( )

The above ratios represent the Profitability, 
Growth prospects, financial stability and viability, 
cash flows and comparative fair value ratios of stocks.

Investment Valuation Ratios ( ): Investment 
Valuation Ratios looks at a wide array of ratios that 
can be used by investors to estimate the attractiveness 
of a potential or existing investment and get an idea 
of its valuation.

•Per Share Data (Basic EPS)
•Price/Book Value Ratio (P/B)
•Price/Cash Flow Ratio (P/CF)
•Price/Earnings Ratio (P/E)
•Price/Earnings To Growth Ratio (PEG)
•Price/Sales Ratio (P/S)
•Enterprise Value Multiple (EV/EBITDA)

Profitability Indicator Ratios ( ): Profitability 
is a key piece of information that should be analyzed 
when you’re considering investing in a company. 
This is because high revenues alone don’t necessarily 
translate into dividends for investors (or increased 
stock prices, for that matter) unless a company is 
able to clear all of its expenses and costs. Profitability 

ratios are used to give us an idea of how likely it 
is that a company will turn a profit, as well as how 
that profit relates to other important information 
about the company.

•Return On Assets
•Return On Equity
•Return On Capital Employed
•Earnings Yield
•Dividend Yield

Liquidity Measurement Ratios ( ): Liquidity is 
a measure of how quickly a company’s assets can 
be converted to cash. Liquidity ratios can give invest-
ors an idea of how capable a company will be at 
raising cash to purchase additional assets or to repay 
creditors quickly, either in an emergency situation, 
or in the course of normal business.

•Current Ratio
•Quick Ratio
•Cash Ratio
•Cash Conversion Cycle

Debt Ratios ( ): Debt ratios give investors a 
general idea of the company’s overall debt load as 
well as its mix of equity and debt. Debt ratios can 
be used to determine the overall level of financial 
risk a company and its shareholders face. In general, 
the greater the amount of debt held by a company 
the greater the financial risk of bankruptcy.

•Debt Ratio
•Debt-Equity Ratio (D/E)
•Capitalization Ratio
•Interest Coverage Ratio
•Cash Flow To Debt Ratio (CF/D)
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Cash Flow Indicator Ratios ( ): Cash flow in-
dicators focus on the cash being generated in terms 
of how much is being generated and the safety net 
that it provides to the company. These ratios use 
cash flow compared to other company metrics to 
determine how much cash they are generating from 
their sales, the amount of cash they are generating 
free and clear, and the amount of cash they have 
to cover obligations

•Operating Cash Flow/Sales Ratio
•Free Cash Flow/Operating Cash Ratio
•Cash Flow Coverage Ratio
•Dividend Payout Ratio

The mathematical function that represents the 
Intrinsic Value of a Share ( ) is given below:

(1)

The above ratios are passed through the attribute 
selector machine learning algorithm described in sec-
tion 4.1 “Data Analysis” of this paper, the selection 
attributes are further formed as input to the ANN 
for training the stock prediction model.

ANN Model
Artificial neural networks (ANNs) or con-

nectionist systems are computing systems vaguely 
inspired by the biological neural networks that con-
stitute animal brains. Such systems “learn” tasks by 
considering historical data, generally without 
task-specific programming. An artificial neural net-
work is an interconnected group of nodes, akin to 
the vast network of neurons in a brain. In <Figure 
2>, each circular node represents an artificial neuron 
and an arrow represents a connection from the output 

of one artificial neuron to the input of another. Each 
connection between artificial neurons can transmit 
a signal from one to another. The artificial neuron 
that receives the signal can process it and then signal 
artificial neurons connected to it.

The ANN model used for this study is the three 
layered Multilayer Perceptron consisting of one input 
layer, one hidden layer and one output layer. The 
Multilayer perceptron model is used to benefit from 
the non-linear features of the hidden layer. The output 
layer consists of a transfer function and predicts the 
stock price based on the weights assigned to the 
hidden layer neurons.

<Figure 2> shows a network with three layers, 
the first layer of the network represents the attributes 
in the data. The input layer has an additional constant 
input called the bias. The 2nd layer is called “hidden” 
because the units have no direct connection to the 
environment. This layer is what enables the system 
to represent share prediction model.

<Figure 2> ANN Model for Share Price Prediction
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Where, 

 Represents the activation unit “i” in jth layer 
and

 Represents the weights between interconnect-
ing nodes

 Represents the output function that repre-
sents the share price 

The ANN is trained using by adjusting the weights 
of the connections between each neuron nodes by 
using the backpropagation algorithm, the solution 
is to modify the weights of the connections leading 
to the hidden units based on the strength of each 
unit’s contribution to the final prediction. The hidden 
layer uses the “Sigmoid” transfer function which gives 
the nonlinear learning advantage.

A cost function is a measure of “how good” a 
neural network did with respect to its given training 
sample and the expected output. It also may depend 
on variables such as weights and biases. The cost 
function equation is given below:

(7)

Where,
 is the cost function that represents the differ-

ence between the predicted value and the actual value
 Represents the output function that repre-

sents the share price

 Represents the share price from the training 
set

“m” Represents the number of training examples
Backpropagation is a method used in artificial neu-

ral networks to calculate a gradient that is needed 
in the calculation of the weights to be used in the 
network. It is commonly used to train deep neural 
networks, a term referring to neural networks with 
more than one hidden layer. The “backwards” part 
of the name stems from the fact that calculation 
of the gradient proceeds backwards through the net-
work, with the gradient of the final layer of weights 
being calculated first and the gradient of the first 
layer of weights being calculated last. Partial computa-
tions of the gradient from one layer are reused in 
the computation of the gradient for the previous 
layer. This backwards flow of the error information 
allows for efficient computation of the gradient at 
each layer versus the naive approach of calculating 
the gradient of each layer separately.

(8)

Where,
 Represents the financial ratios of the ith training 

example 

 Represents the share price of the ith training 
example

(9)

(2)

(3)

(4)

(5)

(6)
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(10)

(11)

(12)

(13)

(14)

Where,
 Represents the error of node in layer L,
 Represents the output of the node in layer L,
 Represents the share price of the ith training 

example,

 Represent the total error in the Lth layer,

 Represent the partial derivatives of the cost 
function in the Lth layer

ANN Model Training Methodology
The following <Figure 3> shows the methodology 

used for developing the artificial neural network for 
stock price prediction.

Historical financial data about stocks such as finan-
cial Ratios, Valuation Ratios and share price is col-
lected from the internet through open source chan-
nels and stored in a file format. This raw financial 
data is preprocessed to eliminate parameters which 
are not required and clean-up the data for duplicates 
and missing values. The preprocessed data consists 
of various financial parameters called as “Attributes” 
that are assumed to affect the share price, here the 
machine learning algorithms are used to reduce the 
feature set and select the most important attributes 
that affect the share price. The historical data is div-

ided in to training and test sets and the ANN is 
examined using the test data set.

Most machine learning algorithms are designed 
to learn the most appropriate attributes to use for 
making their decisions. Because of the negative effect 
of irrelevant attributes on most machine learning 
schemes, it is common to precede learning with an 
attribute selection stage that strives to eliminate all 
but the most relevant attributes. The best way to 
select relevant attributes is manually, based on a deep 
understanding of the learning problem and what the 
attributes actually mean. However, automatic meth-
ods can also be useful. Reducing the dimensionality 
of the data by deleting unsuitable attributes improves 
the performance of learning algorithms. It also speeds 
them up, although this may be outweighed by the 
computation involved in attribute selection. More 

<Figure 3> Share Price Prediction Methodology
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important, dimensionality reduction yields a more 
compact, more easily interpretable representation of 
the target concept, focusing the user’s attention on 
the most relevant variables.

The machine learning algorithm used here is the 
“CfsSubsetEval” machine learning attribute Subset 
selector which considers predictive value of each at-
tribute individually, along with the degree of re-
dundancy among them, this algorithm search works 
by using the “Best First” technique which is based 
on Greedy hill climbing with backtracking algorithm 
(Witten et al., 2011a). The attribute selector takes 
input as the preprocessed financial data and it checks 
each attribute and its relation to the share price. 
The attributes that have a direct relation to the share 
price are selected and these attributes form input 
to the Share price prediction ANN. 

3.2. Mathematical Model for Creating Stock 
Portfolios

The output of the stock price prediction ANN 
described in the earlier section is the expected stock 
price Pe(S), this expected stock price Pe(S) is fed 

to the mathematical model described below in 
<Figure 4> to create automatic stock portfolios based 
on statistical combinations and evaluations.

The mathematical model calculates the difference 
between the Current Market Price Pc(S) and expected 
stock price Pe(S) and evaluates the net Return on 
Investment (ROI) for every stock given as an input 
to the ANN for stock price prediction. The 
Mathematical Model then selects a subset of stocks 
with highest ROI. The subset of top performing stocks 
is used by the model to create portfolios using stat-
istical combinations. These auto generated portfolios 
are the fed to the portfolio selection algorithms to 
select the best portfolio based on Risk and Reward 
analysis.

3.3. Classification Model for Stock Portfolio 
Evaluation and Selection

Once the portfolios are created, they need to be 
evaluated and selected based on the Portfolio Risk 
(Rp) and Portfolio Return (β). 

The Portfolio Return of a combination of ‘n’ stocks 
is calculated using the below equations:

<Figure 4> Mathematical Model for Creating Stock Portfolios
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(15)

The Systematic Risk of the Portfolio is represented 

by , The equations for calculating is given below:

(16)

Once the Portfolio Return and Risk are calculated, 
the data is fed to the Machine learning Logistic 
Regression Model for classifying the stocks above 
the Security Market Line (SML), the SML is a line 

drawn on a chart that serves as a graphical representa-
tion of the capital asset pricing model (CAPM), which 
shows different levels of systematic, or market, risk 
of various marketable securities plotted against the 
expected return of the entire market at a given point 
in time (Cenesizoglu et al., 2019). Also known as 
the “characteristic line,” the SML is a visual of the 
capital asset pricing model (CAPM), where the x-axis 
of the chart represents risk in terms of beta, and 
the y-axis of the chart represents expected return. 
The market risk premium of a given security is de-
termined by where it is plotted on the chart in relation 
to the SML.

K-means is one of the unsupervised learning algo-
rithms for clustering problem (Kumari et al., 2019). 
The procedure follows a way to classify a given data 
set through a certain number of clusters (assume 
k clusters). The main idea is to define k centers, 
one for each cluster. After we have k new cluster 
centroids, this algorithm aims at minimizing cost 
function know as squared error function given by 
(Witten et al., 2011b): 

<Figure 5> Classification Model for Stock Portfolio Evaluation and Selection
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(17)

Where:
 is the cost function, 

 is the number of data points in ith cluster. 
 is the number of cluster centers.
 is a data point in the cluster data set
 is the cluster mean

‘ ’ is the Euclidean distance between  and 
.

In the last phase of portfolio selection, the stock 
portfolios above the SML line are selected as they 
have superior returns for the given Portfolio Risk 
(β).

Ⅳ. Data and Results

Based on the ANN Model and methodology, finan-
cial data related to the stock prices was collected 
and used for Attribute selection and training the 
ANN. The WEKA tool (Bouckaert et al., 2017) was 
used for all phase of Data Analysis, Machine learning 
and building the DSS. 

4.1. Attribute Selection and Analysis

The financial attributes such Investment Valuation 
Ratios ( ), Profitability Indicator Ratios ( ), 
Liquidity Measurement Ratios ( ), Debt Ratios 
( ) and Cash Flow Indicator Ratios ( ) as dis-
cussed in section 3.1 of this paper are passed through 
an attribute selection algorithm “CfsSubsetEval” de-
scribed in Fig 3.1 of this paper. The selected attributes 
are as follows:

•EV/EBITDA

•Earnings Yield
•P/E Ratio
•Basic EPS

EV/EBITDA: This valuation metric is calculated 
by dividing a company’s “enterprise value” (EV) by 
its earnings before interest expense, taxes, deprecia-
tion and amortization (EBITDA). This measurement 
allows investors to assess a company on the same 
basis as that of an acquirer. As a rough calculation 
of enterprise value multiple serves as a proxy for 
how long it would take for an acquisition to earn 
enough to pay off its costs (assuming no change 
in EBITDA).

Earnings Yield: The earnings yield refers to the 
earnings per share for the most recent 12-month 
period divided by the current market price per share. 
The earnings yield (which is the inverse of the P/E 
ratio) shows the percentage of how much a company 
earned per share. This yield is used by many invest-
ment managers to determine optimal asset allocations 
and is used by investors to determine which assets 
seem underpriced or overpriced.

P/E Ratio: The price-to-earnings ratio (P/E ratio) 
is the ratio for valuing a company that measures 
its current share price relative to its per-share earnings 
(EPS). The price-to-earnings ratio is also sometimes 
known as the price multiple or the earnings multiple. 
P/E ratios are used by investors and analysts to de-
termine the relative value of a company’s shares in 
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an apples-to-apples comparison. It can also be used 
to compare a company against its own historical 
record or to compare aggregate markets against one 
another or over time. To determine the P/E value, 
one simply must divide the current stock price by 
the earnings per share (EPS).

Basic EPS: Earnings per share (EPS) is calculated 
as a company’s profit divided by the outstanding 
shares of its common stock. The resulting number 
serves as an indicator of a company’s profitability. 
It is common for a company to report EPS that 
is adjusted for extraordinary items and potential share 
dilution. The higher a company’s EPS, the more prof-
itable it is considered. The earnings per share metric 
are one of the most important variables in determin-
ing a share’s price. By dividing a company’s share 
price by its earnings per share, an investor can see 
the value of a stock in terms of how much the market 
is willing to pay for each dollar of earnings. The 
EPS growth rate is one of the key indicators to evaluate 
the future profits and trends of a stock. 

4.2. Data Sources

A subset of large cap companies (50 Companies) 
listed on the NSE (NSE, 2018) were selected for 
stock price prediction, the financial data related 
to stock price was collected from the open source 
data available on the “Money Control” website 
(www.moneycontrol.com, 2018). The data from the 
site was collected and stored in a spread sheet for 

data cleanup, standardization and later converted to 
“Comma Separated Values” (.csv) file format to be 
used by the data analysis tool. Data from last five 
years on these companies was collected to train the 
ANN. The data about each stock was collected be-
tween the years 2004 to 2018. 

4.3. Stock Prediction Results

The Stock Prediction ANN for was trained with 
the data from Top 50 companies with the largest 
Market Capitalization from NSE with financial in-
formation from years between 2004 and 2018. The 
below <Table 2> shows the Test evaluation parame-
ters obtained during the testing process using Weka 
Tool.

The results show that the ANN has a very high 
level of correlation with the input attributes and pre-
dicts the share price with high level of accuracy. 
The below <Figure 6> shows “Actual” vs “Predicted” 
stock prices for one of the sample test runs to validate 
the accuracy of the ANN, which shows high level 
of correlation between the “Actual” and "Predicted”stock 
prices.

4.4. Stock Portfolio Generation Results

The stock prediction was done on the Top 50 
companies by Market Capitalization listed on the 
NSE, out of the 50 companies. The top 10 companies 
with the highest ROI based on the current price 
and the price predicted for the next quarter were 
selected for mathematical combinations. Each combi-
nation of 5 stocks was done from the list forming 
each individual portfolio. The mathematical model 
generated 250 portfolios with 5 companies in each 
portfolio. The Risk (Beta) and the return were auto-
matically calculated for each portfolio. The portfolio 
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selection was done using K-Means clustering ma-
chine learning algorithm with highest Return and 
lowest risk.

Based on the above <Figure 7>, the portfolios 

in Cluster 1 are selected since they have the highest 
return and the lowest risk profile.

<Table 1> Sample Snapshot of Financial Data Used for ANN Training and Test

<Table 2> Test Evaluation Parameters for Stock Price Prediction

Test Evaluation Parameter Value
Correlation coefficient 0.9968
Mean absolute error 86.8413

Root mean squared error 127.3714
Relative absolute error 7.77%

Root relative squared error 8.77%
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Ⅴ. Findings and Implications

5.1. Major Findings of the Study

The major findings of this study which consisted 
of select stocks listed on the NSE are as follows:

•It is possible to train the ANN models with 
past financial data and predict future prices with 
a hybrid model of intrinsic and exogenous fea-
ture set

•Choosing the intrinsic feature set for ANN using 
machine learning based attribute selector in-
creases the prediction accuracy

•It is possible to generate a portfolio of top per-
forming stocks based on machine learning 
un-supervised Classification algorithms.

•The classification algorithms are very effective 
in performing the risk analysis and selecting 
stocks with lowest risk and highest returns.

•The financial decision support systems are a 
valuable source of tools for individual investors 

<Figure 6> Test Run of “Actual” and “Predicted” Stock Prices

<Figure 7> Portfolio Generation and Clustering by K-Means Algorithm
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as they enable them to cut losses and reduce 
risk in their trading operations

5.2. Implications of the Study

The implications of this study for predicting the 
Stock Prices, Creation of Automatic Stock Portfolios 
and assisting individual investors with decision sup-
port are multi-fold:

•The Intrinsic features ensure that predicted 
stock prices are more closer to the real-time 
market value eventually may contribute to a 
more efficient financial system. 

•Automatic Generation of stock portfolios will 
become efficient as the selection will be based 
on machine learning risk analysis and reduces 
the human error

•Financial Decision Support Systems can revolu-
tionize virtually every aspect of financial and 
investment decision making. Financial firms 
worldwide can employ neural networks to tackle 
difficult tasks involving intuitive judgement or 
requiring the detection of data patterns which 
elude conventional analytic techniques. 

•The Financial Decision Support Systems bene-
fits individual investors with little knowledge 
of the dynamics involved in stock markets, any 
reasonable prediction can enable common in-
vestors to invest in stock markets and enable 
the growth of the economy.

5.3. Limitations of the Study

The model developed in this paper for stock price 
prediction and portfolio selection is based on funda-

mental attributes which will represent the intrinsic 
value of the stock and does not represent the re-
al-world market value of the stock. The market value 
will eventually converge to the intrinsic value of the 
stock on a long term basis. Below are the limitations 
of this study:

•The stock predictions of this model cannot be 
used for Day-to-Day prediction and not useful 
for day traders

•The stock price predictions and Portfolio se-
lections are only valid for medium term and 
long term investments which are more than 
a quarter or more

5.4. Conclusions

The authors have developed a Machine learning 
Model using ANNs for stock price prediction using 
fundamental attributes of a stock in contrast to the 
existing techniques that use technical attributes 
(Khaidem et al., 2016) of a stock. The authors also 
have investigated the traditional models of stock port-
folio selection which are based on statistical and quan-
titative analysis (Dipietro, 2019) (Text, 2018), the 
authors have recognized this gap in the literature 
and have developed a machine learning clustering 
model to build a portfolio of top performing stocks 
with premium returns and the least risk compared 
to other portfolio clusters. The stock prediction ANN 
and clustering model for portfolio selection have been 
subjected to real world data to validate the models 
and the results have provided to be accurate enough 
to deploy these models in the financial domain for 
accurate decision support.
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