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Background: A Teachable Machine  is a kind of machine learning web-based tool for general persons. In this paper, the feasibility 

of Google’s Teachable Machine (ver. 2.0) was studied in the diagnosis of the tooth-marked tongue.

Methods: For machine learning of tooth-marked tongue diagnosis, a total of 1,250 tongue images were used on Kaggle’s web 

site. Ninety percent of the images were used for the training data set, and the remaining 10% were used for the test data set. 

Using Google’s Teachable Machine (ver. 2.0), machine learning was performed using separated images. To optimize the machine 

learning parameters, I measured the diagnosis accuracies according to the value of epoch, batch size, and learning rate. After 

hyper-parameter tuning, the ROC (receiver operating characteristic) analysis method determined the sensitivity (true positive 

rate, TPR) and specificity (false positive rate, FPR) of the machine learning model to diagnose the tooth-marked tongue.

Results: To evaluate the usefulness of the Teachable Machine in clinical application, I used 634 tooth-marked tongue images and 

491 no-marked tongue images for machine learning. When the epoch, batch size, and learning rate as hyper-parameters were 

75, 0.0001, and 128, respectively, the accuracy of the tooth-marked tongue’s diagnosis was best. The accuracies for the 

tooth-marked tongue and the no-marked tongue were 92.1% and 72.6%, respectively. And, the sensitivity (TPR) and specificity 

(FPR) were 0.92 and 0.28, respectively.

Conclusion: These results are more accurate than Li’s experimental results calculated with convolution neural network. Google’s 

Teachable Machines show good performance by hyper-parameters tuning in the diagnosis of the tooth-marked tongue. We 

confirmed that the tool is useful for several clinical applications.

Key Words: Hyper-parameter tuning, Machine learning, Oral health, Teachable Machine, Tooth-marked-tongue

Introduction

The term of machine learning was first used by Arther 

Samuel (1959) in the late 1950s. As AlphaGo was 

developed by Google (DeepMind Technologies Limited) 

in 2014, the interest of the general public in artificial 

intelligence increased rapidly. Artificial intelligence is 

currently affecting our lives and is widely used in 

industries and surrounding environments and in medical 

fields for diagnosis, treatment, and dentistry1-3). Moreover, 

platforms with various artificial intelligence libraries such 

as TensorFlow, Keras, and Pytorch, etc. have been made 

available, allowing easier implementation of artificial 

intelligence4). However, artificial intelligence is still a 

challenging subject to access for ordinary people and 

beginners. Recently, Google started a web-based artificial 

intelligence tool service called Teachable Machine for the 

general public5), and version 2.0 is currently available. The 

Teachable Machine is thought to be insufficient to derive 

optimal training results due to limited learning parameters 

that can be adjusted. However, it is thought that meaningful 

results could be derived from hyper-parameter tuning. The 

purpose of this study was to evaluate the feasibility of the 

Teachable Machine web-based artificial intelligence tool 

in the diagnosis of tooth-marked tongue, in which teeth 

traces appear on the tongue, among many various findings 

http://crossmark.crossref.org/dialog/?doi=10.17135/jdhs.2020.20.4.206&domain=pdf&date_stamp=2020-12-31
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Fig. 1. Photograph of tooth-marked (arrow) tongue. Fig. 2. The graphical user interface of Google’s Teachable Machine.

observed in the oral cavity.

The oral cavity is the first gateway to the digestive 

system, and it carries out functions such as food intake and 

mastication. It plays an important role in vocalization, 

taste, saliva secretion, and auxiliary functions of digestion
6)

. 

Moreover, oral health status is known to be closely related 

to systemic health. In the past, the relationship between 

oral disease and systemic health was regarded only as a 

result of infection by specific bacteria that adhere to the 

oral cavity
7)

. However, nowadays, oral health status is 

known to have large effects on whole-body health and is 

used as an index to measure the state of whole-body 

health
8,9)

. Among them, oriental medicine diagnoses the 

whole body’s health status by the state of the tongue. An 

example is tooth-marked tongue. Tooth-marked tongue is 

a phenomenon in which tooth marks are visible along the 

edge of the tongue. It is usually accompanied by macro-

glossia that increases the tongue due to stagnation of 

recovery (Fig. 1, indicated by the arrows). Macroglossia 

causes the tongue to press on the teeth, which leads to 

tooth marks on the tongue after a prolonged period of 

time
10)

. In oriental medicine, tooth-marked tongue is 

thought to be related to spleen abnormalities, and most 

diagnosis is made by microscopic observations based on 

experience
11)

.

In this study, we investigated the effects of learning 

frequency, batch size, and learning rate, which are machine 

learning variables of the Teachable Machine provided by 

Google, on the diagnostic accuracy for a tooth-marked 

tongue. In addition, we evaluated the feasibility of the 

artificial model trained under the optimal condition 

showing the highest diagnostic accuracy for tooth- 

markedtongue.

Materials and Methods

1. Teachable Machine

Google’s Teachable Machine is a web-based artificial 

intelligence development tool that can build simple 

artificial intelligence learning models without expertise
5)

. 

It was first introduced in 2017 and has been updated to 

version 2.0. Artificial intelligence learning model projects 

related to video, audio, and posture can be performed via 

the machine.

As shown in Fig. 2, the user interface of the Teachable 

Machine largely consists of data input, learning, and 

preview. The trained model can be registered and used on 

the web through the export function. Training data and test 

data can be entered through webcam or upload of data 

files, and multiple classifications of data can be performed 

by adding classes based on binary classification. It is 

necessary to adjust various variables according to the 

video’s type and quality during video learning. The 

artificial intelligence learning model’s accuracy can be 

improved in the advanced learning mode by adjusting 

three hyper-parameters: epoch, batch size, and learning 

rate. In the preview mode, the webcam classified results or 

entered file is displayed by applying the learned model. 

Diagnostic accuracy of the learned tooth-marked tongue 
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Table 1. Data Configuration (n=1,250)

Training data Test data

No-marked 
tongue

Tooth-marked 
tongue 

No-marked 
tongue

Tooth-marked 
tongue 

491 634 55 70

diagnosis artificial intelligence learning model was 

evaluated by entering test data with known answers. In the 

export mode, one can output the trained model as a 

Tensorflow.js model that can be used in a web browsing 

environment, a Tensorflow model that can be coded using 

Keras in Python, and a TensorflowLite model that can be 

used on Android-based mobile.

In this study, machine learning was performed by 

classifying the training data set into two classes, tooth- 

marked tongue, and no-marked tongue, to evaluate the 

feasibility of applying tooth-marked tongue machine 

learning.

2. Data set

In this study, the feasibility of the Teachable Machine 

for diagnosis of the tooth-marked tongue was evaluated by 

using Hanhui’s tooth-marked tongue and no-marked 

tongue data published on the Kaggle site as an example of 

binary classification
12)

. Kaggle is a predictive model and 

analysis competition platform established in 2010. It is 

currently being used as a learning platform for data 

analysis and machine learning
13)

. The data consisted of 

1,250 tongue images with 704 abnormal images of the 

tooth-marked tongue and 546 normal images of the 

no-marked tongue. Ninety percent of all images randomly 

selected for machine learning were used as the training 

data set. The remaining 10% was used as the test data set 

to evaluate the accuracy of the training results. The 

Teachable Machine did not provide a verification function. 

Thus, a separate set of verification data was not assigned 

(Table 1).

3. Hyper-parameter tuning

All image data, including medical images, have their 

own characteristics depending on the imaging environment, 

application field, and nature of the acquisition device. 

Therefore, to appropriately extract each image’s character-

istics during machine learning, variables that affect the 

training results must be set in the optimal condition. The 

process of increasing the learning accuracy by adjusting 

variables according to the image data’s characteristics of 

the image data to be learned is called hyper-parameter 

tuning. It sets the optimal variables to obtain the best 

learning effects in a learning machine. 

The Teachable Machine has three learning parameters, 

which are epoch, batch size, and learning rate, and 

machine learning is performed by adjusting these parameters. 

An increased number of learnings improve accuracy. 

However, if the number of learnings is set too high, the 

model is over-optimized for only the training data due to 

overstaffing. This increases the accuracy of the training 

data, but it also decreases the data’s accuracy. The 

learning rate is a variable that determines the step size for 

calculating the loss function. If it is set too high, learning 

is not performed. If the rate is set too low, a great amount 

of learning time is consumed, and the model may be 

trapped at the local minima in the gradient descent 

method, which is a learning algorithm of machine learning. 

This may cause a decrease in diagnostic accuracy. In this 

study, the tooth-marked tongue diagnosis model was 

calculated by changing the three parameters of an epoch, 

batch size, and learning rate that affect the learning 

model’s accuracy. Then, test data was entered into the 

trained model, and the learning accuracy was evaluated to 

determine the optimal parameter condition. The learning 

accuracy was determined as the number n of cases 

accurately judged for N test data with already known 

correct answers. The number of wrong answers was 

calculated as (N−n).

% of correct answers=

×100 (%)

4. Receiver operating characteristic (ROC)

ROC is a method used to measure sensitivity and 

specificity in binary classification and is commonly used 

to measure model performance in machine learning
14)

. The 

analysis results were classified as true-positive (TP), 

true-negative (TN), false-positive (FP), and false-negative 

(FN). Then, sensitivity (true positive rate, TPR) and 
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Fig. 4. Diagnostic accuracy of tooth-marked and no-marked 
tongues as a function of learning rate in Teachable Machine 
learning.

Fig. 5. Diagnostic accuracy of tooth-marked and no-marked 
tongues as a function of batch size in Teachable Machine learning.

Fig. 3. Diagnostic accuracy of tooth-marked and no-marked 
tongues as a function of epoch in Teachable Machine learning.

specificity (false positive rate, FPR) were calculated. Test 

data was entered into the trained model under optimal 

conditions to measure the accuracy, sensitivity (TPR), and 

specificity (FPR) and evaluate the model’s clinical 

feasibility.

Results

1. Optimization of hyper-parameters tuning 

in Teachable Machine

1) Epoch 

Artificial intelligence solves overfitting resulting from 

an excessive number of learning through machine learning 

on training data and accuracy calculation on verification 

data at the same time. However, there is no calculation and 

verification procedure in the Teachable Machine. Thus, 

the epoch was determined with the test data’s diagnostic 

accuracy while changing the learning number.

Fig. 3 shows the test data’s diagnostic accuracy 

evaluated by the trained model while changing the epoch 

from 20 to 200. At 50 times or less, where the epoch was 

insufficient, the accuracy was high and statistical 

fluctuations were large. At 75 times, the tooth-marked 

tongue’s diagnostic accuracy was 88%, which was the 

highest. Subsequently, as the epoch increased, the diagnostic 

decreased due to overfitting, resulting in 82% accuracy at 

200  times. On the other hand, at 50 times, the diagnostic 

accuracy was 82%, which was the highest, and it 

decreased subsequently due to overfitting. At 200  times, 

the diagnostic accuracy was 70%. The diagnostic accuracy 

for abnormality is clinically more meaningful than the 

diagnostic accuracy for normality. Thus, the epoch was 

optimized to 75.

2)  Learning rate

Fig. 4 shows the test data's diagnostic accuracy 

evaluated by the trained model while increasing the 

learning rate by 3-fold from 0.00001 to 0.01. When the 

learning rate was 0.01 or higher, normal learning for both 

tooth-marked tongue and no marked tongue could not be 

performed, resulting in no training results. The tooth- 
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Fig. 6. The studied machine learn-
ing model after hyper-parameters 
tuning using Teachable Machine.

marked tongue's diagnostic accuracy was the highest at 

92% when the learning rate was 0.0001. The diagnostic 

accuracy was the highest at 78% for no marked tongue 

when the learning rate was 0.003. In consideration of 

clinical significance, 0.0001, which showed the highest 

accuracy for the tooth-marked tongue, was determined as 

the optimal learning rate. 

3) Batch size

In machine learning, training is performed by dividing 

the training data into data sets of a certain size. The 

divided data set is called the batch size, and the process of 

learning by dividing the training data set into small 

batches is called mini-batch gradient descent. Compared 

to a full batch, which involves learning the entire training 

data, mini-batch shows a faster computational speed and 

faster updating of the computed data.

Fig. 5 shows the diagnostic accuracy of the test data 

evaluated by the trained model while increasing the batch 

size by 2-fold from 16 to 256. When the batch size was 

less than 64, the statistical fluctuation of accuracy was 

large. At the batch size of 128, the diagnostic accuracy for 

the tooth-marked tongue was 92%, which was the highest. 

For no-marked tongue, the diagnostic accuracy was the 

highest at 78% when the batch size was 256. Considering 

that the accuracy of abnormality has a higher clinical 

significance, the optimal batch size was determined as 

128, at which the highest accuracy for the tooth-marked 

tongue was observed.

2. Optimized results of hyper-parameters in 

Teachable Machine

Fig. 6 shows the screen of the Teachable Machine 

optimized through hyper-parameter tuning. The epoch, 

learning rate, and batch size were set as 75, 0.0001, and 

128, respectively, and the classes were classified into two 

types: tooth-marked tongue and no-marked tongue. The 

training results were 92.1% and 72.6% for tooth-marked 

tongue and no-marked tongue. Sensitivity (TPR) was 0.92, 

and specificity (FPR) was 0.28.

Discussion

The oral cavity is the first gateway to the digestive 

system, and it carries out functions such as food intake and 

mastication. It plays an important role in vocalization, 

taste, saliva secretion, and auxiliary functions of digestion
6)

. 

In the oral cavity, the tongue is a muscular organ that plays 

important roles in pronunciation, mastication, swallowing, 

and taste. Taste receptors are present in the tongue, and the 

tongue’s state reflects the human body’s state. During oral 

examination in the dental treatment processes, the dorsum 

in the anterior part of the tongue, tongue root at the 

posterior end, both sides of the tongue, and the tip of the 

tongue are rested close to the palate to examine or palpate 

the lower tongue and floor of the oral cavity. In oriental 
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medicine, various diagnoses and prescriptions are 

performed by referring to the state and color of the tongue 

and teeth’ shapes. In modern medicine, tooth marks are 

considered as an index to assess whether the pressure 

balance is well established in the living tissues. In 

particular, tooth marks appear particularly sensitively in 

patients with cardiovascular disease, kidney disease, liver 

disease, and other electrolyte changes
15)

. Tooth marks 

result from the excessive amounts of water in the body and 

hypoproteinemia caused by a lack of nutrition. These lead 

to enlargement and swelling of the tongue, pressing the 

tongue against the teeth
16)

. Furthermore, when the immune 

function is abnormal in chronic nephritis, thyroiditis, and 

mammary cancer, macro-glossia, and tooth-marked tongue 

are observed
15)

.

As various clinical information can be collected from 

the tongue’s state, various studies related to tongue 

diagnosis using artificial intelligence have been performed. 

Ma et al.
17)

 proposed a new high-level recognition 

classification method to assess the complex association 

between disease and tongue characteristics by performing 

deep learning on tongue images. Furthermore, Tania et 

al.
18)

 demonstrated the possibility of non-invasive auxiliary 

diagnosis by implementing an automatic tongue diagnosis 

function using machine learning. Li et al.
11)

 performed 

artificial intelligence on the tooth-marked tongue using a 

convolutional neural network for 97 and 344 images of the 

tooth-marked tongue and no-marked tongue, respectively. 

The accuracy of TP and TN were 69.1% and 76.2%, 

respectively.

This study's limitations are that the number of tongue 

image data was limited to 1,250 and that all data were 

obtained from foreigners. Nonetheless, with an epoch of 

75, batch size of 128, and learning rate of 0.0001 for set-up 

parameters of the Teachable Machine, the diagnostic 

accuracy for tooth-marked tongue and no-marked tongue 

was 92.1% and 72.6%, respectively. Sensitivity (TPR) 

was 0.92, and specificity (FPR) was 0.28. The accuracy of 

TP that correctly diagnosed the tooth-marked tongue was 

approximately 23% higher than that in Li et al.’s study
11)

  

on the diagnosis of tooth-marked tongue using a 

convolution artificial intelligence network. Also, the 

accuracy of TN that was correctly diagnosed with no- 

marked tongue was similar. In conclusion, it was observed 

that the Teachable Machine used for diagnosis of the 

tooth-marked tongue could learn an artificial intelligence 

model with sufficient clinical significance. In deep 

learning artificial intelligence training, it is essential to 

secure sufficient data. Therefore, it is thought that more 

quality data would need to be collected to obtain clinically 

meaningful diagnosis results.

In this study, the following results were obtained for 

diagnosing tooth-marked tongue through hyper-parameter 

tuning using the Teachable Machine as a web-based 

artificial intelligence model learning tool. The optimal 

conditions for artificial intelligence learning in the Teachable 

Machine were the epoch of 75, the batch size of 128, and 

the learning rate of 0.0001. At this time, the diagnostic 

accuracy of tooth-marked tongue and no-markedtongue 

was 92.1% and 72.6%, respectively, and the sensitivity 

(TPR) and specificity (FPR) were 0.92 and 0.28, respectively. 

Compared to the artificial intelligence learning model for 

diagnosing tooth-marked tongue trained by the convolution 

artificial network, the Teachable Machine’s learning results 

were better, confirming the possibility of using the 

Teachable Machine in dental clinics. To diagnose various 

cases with artificial intelligence in dental clinics, above 

all, sufficient clinical data must be secured for each case. 

If sufficient data can be obtained, it can also be used as an 

educational tool for Dental Hygiene students.
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