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1)1. Introduction

Decentralized learning is a popular machine learning 
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mechanism that enables a new paradigm where a 

shared global model from participating devices (Clients) 

is trained in a decentralized approach that is harmonized 

by a synapsis server. The concept of decentralized 

learning refers to federated learning [1] introduced by 

the Google AI Team with to form a distributed training 

data across a large number of client devices in order 

to update a global model collaboratively while 

protecting the data privacy of the clients.

In contrast to traditional centralized learning where 

user data is aggregated and processed centrally in 
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the data center, decentralized learning allows all 

clients involved to train their data locally without 

revealing the data used to optimize the model [2]. In 

order to prevent data leakage, their data are only 

used to compute an update to the current global 

model maintained by the model provider. The model 

provider only provides an initial model that will be 

used by clients using their private data (Locally 

trained). The cycle continuous in multiple rounds 

until achieving the desired parameter. 

The usage of a decentralized approach is significantly 

expanding along with the increasing concern of the 

drawbacks in a centralized system. Google’s Gboard 

[3] is one of the successful applications that implement 

the advantages of this approach to advance the 

model of next-word prediction. In addition, several 

research efforts to improve security [4] of decentralized 

learning in various fields with restricted data such as 

financial and healthcare [5]. Comprehensive research 

is continuing on decentralized learning field. However, 

several problems threaten the security risk from 

dishonest clients to disrupt global model updates by 

submitting incorrect information. This sort of behavior 

may jeopardize the entire decentralized training scheme. 

Thus, it is vital to provide an adequate incentive 

mechanism to motivate the clients to behave honestly by 

maintaining fairness during the collaboration training 

process [6], so that more clients can actively contribute 

to improving the global models.

The conventional incentive mechanism, such as 

the client's reputation-based [7], and payment-based 

incentive scheme [8, 9], generally use a centralized 

trusted authority to prevent fraudulent client behaviors, 

but they failed to offer fairness settlement [10]. 

Blockchain through smart contracts can be a solution to 

accommodate a proper incentive mechanism in 

decentralized learning. Blockchain is secure by 

design since the data record is irrevocable, tamper- 

resistant, consensus-based decision making, and 

inexpensive of overall transactions. In order to support 

the implementation of blockchain, smart contracts 

are utilized as a self-executing contract that can facilitate 

transparent, irreversible, and traceable transactions 

[11], which are then stored in distributed ledger 

blockchain. It can improve security and efficiency 

communication among clients [12] in an immutable 

manner. Hence, blockchain and smart contracts preserve 

reliable transactions for the users [13], while also 

provide the efficiency of a decentralized learning system.

The main contributions are summarized as follows:

1) We design an incentive model for decentralized 

learning applications by leveraging the Ethereum 

smart contract. The objective of this scheme is 

to empower a number of devices collectively in 

improving a deep learning model without exposing 

the dataset publicly. A decent and proportional 

incentive system can motivate clients to jointly 

contribute to the decentralized training process 

by using their private resources.

2) We implement a decentralized learning prototype 

and evaluate the performance of the decentralized 

training and smart contracts based on the result 

of the simulation.

3) We analyze the practical concerns in implementing 

our scheme especially for sensitive data regarding 

privacy and data leakage in decentralized learning 

activities. 

2. Problem Statement

2.1 Conventional Training Models 

In the traditional training approach, a centralized 

cloud-server able to train and process the model 

using the data that are uploaded by the client’s 

devices [15]. These methods involve a simple data 

transaction, where the clients able to collect and upload 

their data to the cloud-based server. Then, the server 

aggregates the uploaded data to obtain useful information 

for future events such as detection, classification, and 

prediction [16]. Furthermore, the centralized cloud 

server has visibility into the training data that are 

generated from multiple client devices. 

The centralized cloud server model allows several 

benefits for the clients since it does not overburden 

their device. In this sense, clients only send the data 

regularly to the centralized server, then the cloud 

server conducts several tasks for the training process. 

The cloud server creates the log right after the clients 

uploading their data. The data from the clients are 

used to create a dashboard model. Later, the clients 

download the model and start to collect the data to 

improve the model in the cloud server. Then, the 

cloud-server aggregates and updates the gradients of 
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the model for further use.

Deep learning improves the accuracy of the large- 

scale database by providing an end-to-end learning 

system that allows classifiers and features are 

learned in parallel [17, 18]. The ability of large deep 

neural networks (DNN) increases the capability of 

deep learning in advance [19]. In order to train the 

model on-device deep learning application, either 

academia or industry provide two solutions [20]: (1) 

compress the size of large DNNs, and (2) subdivide 

the large DNNs across the client machines and 

cloud-based. The first solution aims to abbreviate 

the size of DNNs become suitable to train on client 

devices. On the other hand, the second solution allows 

the client devices to conduct the little portions of 

the DNN training model while large and complex 

parts of DNN are training on the cloud-based server. 

The lack of a client’s device issues can be conquered 

by the cloud-based server solution, particularly on 

the training model.

Despite the prosperity of the cloud-based server 

solution in a centralized framework, it also causes 

several critical challenges consists of a server security risk 

and overhead issues in collecting and storing the 

training data. During the training process, the server 

gathers the data clients that lead to the vulnerable 

phase of the network model from adversaries. Once 

the adversaries snatch the server, the client’s sensitive 

data may reveal, such as medical health records, 

financial, biometric data, racial or ethnic origin, and 

so on. Hence, the client’s privacy issue becomes a 

crucial problem since the clients share their data 

without controlling the learning objective. 

A malicious cloud-based server provider may leak 

the client data by using a neuron that is deliberately 

released to engage in training model updates. 

Therefore, collaborative model training with a decentralized 

framework offers a potential solution to address the 

aforementioned issues.

2.2 Incentive Mechanism with Centralized Frameworks

The incentive mechanism aims to motivate clients 

to contribute and share their data honestly to 

improve the system in general. The existing scheme 

of incentive mechanism mainly includes the client’s 

reputation-based and payment-based still rely on a 

centralized framework to prevent fraudulent client 

behaviors. The client’s reputation-based scheme [7] 

evaluate the trustworthiness of the clients in certain 

activities according to their past experiences. On the 

other hand, the payment-based mechanism design a 

quality-based incentive to avoid inefficient contributions 

and unnecessary rewards. This scheme motivates 

clients to contribute and receive electronic money as 

rewards. A centralized management structure of the 

incentive mechanism enables simple transactions 

between clients and trusted authority. The trusted 

authority guarantees direct communication and secure 

transaction. Hence, the reliability, equity, and quality 

of the system are influenced by the central trusted 

authority as a service provider.

The centralized incentive mechanism is facing the 

risk of a single point of failure. The authorized party 

requires high-security protection to guarantee a 

secure transaction in the system. It worth noting that 

a single mistake affects the entire system's orchestration. 

In the context of a user privacy point of view, a 

central service provider may also expose the client’s 

private data, or trade it for personal benefit involving 

collision attacks. Therefore, the client's privacy issue 

needs to be considered to form the fairness incentive 

mechanism.

2.3 Requirements of Fairness Incentive Mechanism

Incentive mechanisms used to form collaborative 

fairness among decentralized clients. The objectives 

of the paper are to design the appropriate incentive 

mechanism to protect client’s data privacy in a 

decentralized learning framework (collaborative learning). 

The requirements of fairness incentive mechanism 

provided as follows: 

• Privacy and confidentiality. Since the server of 

model provider potential to emerge the risk of 

the client’s privacy data leakage, the clients 

unwilling to share their data in a collaborative 

training process. Accordingly, the decentralized 

learning framework required to preserve the 

privacy data clients and to encourage the more 

contributions of clients in the training process. 

To protect the confidentiality of the private data, 

clients able to train the model on-device to avoid the 
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data are abused by the model provider. In this 

sense, the clients train the model locally using 

their data before uploads to improve the global 

model collaboratively. Therefore, the data of 

clients never leave their device while the server 

has no visibility into the client's local data.

• Equity and sustainability. The design of the 

incentive mechanism should be able to provide 

the fairness of reward schemes among clients 

based on their contributions. Smart contracts 

through the Ethereum platform are exploited to 

design the sustainable incentive mechanism.

• Exhaustiveness. The system design should be able 

to ensure the completeness of the transaction process.

3. Rewarding Model for Contributed Clients

3.1 Decentralized Learning Pipelines

The synapsis server   along with the number of 

devices involved   are the core in 

the decentralized learning system. Every device holds 

a certain amount of valuable private data  . The 

synapsis server   also acts as a provider for a 

global model, which is used by devices to train the 

model 




 , in the decentralized learning. The 

updated models genuinely can be understood as the 

average value of the training results derived from the 

total number of devices combined as can be seen in 

(1). The devices with their associated private dataset 

can be denoted as follows: 

     
 



  ║ for
 →

 (1)

The data and its type may vary depending on the 

models' requirements. For instance, the data in the 

healthcare area which is profoundly sensitive [21] is 

denoted by a feature vector for every device 

 ; with  . Eventually, the margin 

between classes of data can be maximized by 

implementing several protocols such as Support 

Vector Machine (SVM). 

The devices  independently use a global model  

to produce an updated gradient value. Within a 

certain timeframe, the server collects all the gradient 

values 
  






  ║ so that the latest model 






  is derived and ready to be distributed again 

across the network. In the initial process for each 

round, the synapsis server roughly mapping the 

available devices to be set, and also sets several 

dynamic rules  that every device is obligated to 

meet such as network latency, bandwidth, memory, 

storage, and to name a few. However, for ease of the 

presentation, we set the device is appropriate to be 

used to conduct a training.

             ∈ 
 → (2)

There is a maximum waiting time   in the 

server-side for each round of training model by 

devices as shown in (2). The   for a round of 

activity   is considered adequate to the server 

  in order to collect the gradient information from 

the devices involved. This  makes the system more 

organized with a standard for every execution carried 

out. Within the maximum time , the devices 

  are allowed to access the global model sending 

the updated gradient to the server back and forth. In 

this sense, the dataset on devices remains confidential.

 Eventually, the decentralized learning process 

runs continuously as long as the model providers 

consider the updated gradient values from devices 

have a significant contribution to improve the model. The 

provider is able to change the dynamic rules since 

he is the owner of the model. Furthermore, the model 

provider can state the amount of cryptocurrency 

given for the devices that refer to data that is 

possessed. The reward is proportionally designed by 

the model provider, and it is stated arbitrary in the 

Ethereum smart contracts.

3.2 Decentralized Rewarding - Resistance to Failure

The decentralized rewarding mechanism is developed 

as a reward mechanism to the parties involved in the 

decentralized learning. The parties receive two types 

of rewards in general, depending upon their roles. 

The devices with their private training data are the 

main focus in the system. Whilst miners' rewards 

follow the mechanism of blockchain smart contracts 
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by design. The objective of the decentralized rewarding 

scheme is to deliver rewards proportionally in a 

highly secure and reliable manner without having a 

single point of failure.

Each device   ║  that is incorporated 

into model  

  produces a different gradient value 

that refers to various personal datasets. In this sense, 

every device has a local weight updated which is 

denoted by  ∆  that consist of a cipher   to 

encrypt the information. Conclusively, the value of 

updated aggregation from several devices can be 

defined in equation (3) as follows: 

   
∀


 

 
 ∆ (3)

Where 
  is an encrypted weight value for a 

round of activity 
, while    

 is a collective 

version of values derived from multiple devices within 

maximum waiting time . Devices with their 

respective data    are required to submit a statement 

in smart contract regarding data ownership used to train 

a selected model 




 . All of the information is specified in 

a transaction through a smart contract notated as 
 .

The transaction 
  is deployed by a pseudo- 

public key address generated by devices in advance 

in the form of 


∈ 

  

 

  with 


  is a public 

key generated from devices’ private key  from a 

generator  (pre-specified parameter). Likewise, the 

private key is generated in advance ∈ that relies 

on the collision-resistant hash function in the element 

non-negative integer numbers. Within 
  there is a 

state of “knowledge” to describe the essential information 

of data used such as the size, data format, fields, 

description, and the samples. To summarize, we 

depict a high-level process of decentralized rewarding 

mechanisms by relying on blockchain smart contracts in 

Algorithm 1.

4. Implementation and Evaluation

The synapsis server provides a model based on a 

convolutional neural network (CNN or ConvNet) with 

a standard two-dimensional convolution layer. 

PyTorch build (stable version 1.5) and PySyft library 

are adopted to build the model conjointly with a 

Python-based programming language. Each device 

uses the same dataset gathered from the Modified 

National Institute of Standards and Technology database 

that consists of 60,000 samples to be performed in 

the global model in our system [22]. To facilitate 

information gathering, we use several interfaces such 

as Ganache (Truffle suite), and metamask as an 

extension for accessing Ethereum enabled distributed 

applications (DApps).

The account addresses of the parties are generated by 

Ganache (Truffle suite) that consists of the public 

address and private key. Ganache uses ethereumjs to 

simulate full client behavior. We notice that private 

keys are 64 characters long (it must be input as a 

0x-prefixed hex string). The amount of Ether for 

each party is assigned to be 100 Ether by default“- 

defaultBalanceEther”. For the "blockTime" is set to be 

automatic mining, the system will immediately mine 

a new block for every coming transaction. In the 

meantime, the gas price is 20000000000 wei or equal 

to (20 Gwei), with the block gas limit defaults to 

0x6691b7. The gas limit is also set for eth_call and 

Algorithm 1: Decentralized Rewarding Mechanism.  

1: // Incentivized by relying blockchain smart contract

2: procedure  Decentralized_Revenue 
 ;

3:   collects the info of devices 

4: ⋯

5: deploys 
  respects to the ;

6:   checks for ∆  ; where ; 

7:  calculate an aggregation value for 





 in ∀;

8: //when the calculation is complete, then: 

9:   publishes new 





  & check contribution∀;  

10: //trigger SM directly

11: for Active miners (by system) ⋯

12: // validate the results till it gets confirmed

13:  
  is distributed to ∀;  

14: end procedure
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eth_estimateGas calls. It is specified as a hex string.

First, we record the performance of the multiple 

devices in building a decentralized ConvNet model 

provided by the synapsis server. Every device holds 

the same dataset with the equal capability to train a 

model. The devices also meet the fundamental 

requirements of the dynamic rules. The global model 

is gradually built to achieve better accuracy by 

upgrading the gradient value derived from the 

devices. The global model is trained by adopting the 

back-propagation algorithm. The performance of 

the designed system is depicted in Fig. 1.

The number of devices conjointly building the global 

model is set to be 25 devices. For ease of 

presentation, we calculate the average value of the 

total performance from devices to be displayed in 

this paper. In the 1st-10th percentile, the average 

loss is around 1.8856. As nature in the deep learning 

process, the training process is getting better as an 

increasing cycle in training as shown in Fig. 1(a). 

The performance shows that the last 10th of total 

percentile achieve 82.33% - 92.64% accuracy. The 

distribution points of loss value are occurred in the 

45th percentile up to 88th percentile as displayed in 

Fig. 1(b) with the heatmap distribution in Fig. 1(c).  

As the transactions on the blockchain, the genesis 

block does not refer to the previous block. It is 

created with the label Block 0 with the gas used is 

225213 units (gas limit is set up to be 6721975 units). 

The contract creation function is added in Block 1 

(created contract address into the blockchain), where 

the system spends 225213 units to run this function. 

Meanwhile, Block 2 is the result of the execution of 

the contract call function which is arranged by the 

model provider or synapsis server. For the contract 

call function, the gas consumed is slightly high 

compare to the previous functions mentioned. The 

information of the first three blocks can be seen in 

Fig. 2.

When the claim contribution from the device 

through a transaction 
  is successfully confirmed 

by the model provider, then an amount of Ether is 

distributed to the devices proportionally to their 

resources and contributions. We use the metamask 

interface as a crypto wallet and gateway to blockchain 

application as well as to manage various addresses 

used in transactions as shown in Fig. 3. With a 

Fig. 2. The Information of the First Three Blocks

Fig. 3. Accessing Ethereum Enabled Distributed Applications

Fig. 1. The Performance of Decentralized Learning
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certain number of contributions to the resources 

that the devices owned, the model provider provides 

0.1 Ether to a device in which this transaction 

consumes 66552 Units of gas, with 99828 Units gas 

limits. The total cost for this transaction is equal to 

0.101331 Ether. All these transactions are recorded 

in a blockchain sequence, which can be seen on the 

ganache truffle interface. 

The provider can modify the dynamic rules frequently 

within the smart contracts, yet it can deactivate the 

previous version of the contract that has been approved 

by every device. Moreover, the model provider 

should migrate the contract in order to deploy the 

new contracts to the Ethereum network. The truffle 

migrates function is responsible for staging the 

provider deployment tasks that can be changed over 

time. For instance, to run the truffle migration 

function in our model costs 225213 Units gas, with 

the total cost 0.00450426 Ether, and the transaction 

is recorded in block 32 (See Fig. 4). 

Fig. 4. Initial Migration and Deploying a Contract 

In respects to the total amount of Ether, every 

device receives the Ether proportionately to their 

resources by design, yet the devices are required to 

conduct a first move by tendering transaction to the 

model provider. The size of each transaction varies 

depending on the contributions from the device. 

The more notable a contribution, the bigger Ether is 

obtained. Yet, the gas is relatively higher compared 

to transactions with minimum contributions in 

building the AI model. This point can be seen in Fig. 5, 

where the Device 1 with the number of contributions 

varied from the minimum to the maximum, the 

amount of gas consumed is increasing in order to 

submit a transaction. Meanwhile, the amount of gas 

spent by the smart contract manager does not 

change significantly since there is not many changes 

made in the smart contract.

5. Leassons Learned

5.1 Privacy Concerns in Implementing

Up to the extent, we have performed a blockchain- 

based incentive scheme that relies on the Ethereum 

smart contract. The rewards are distributed in a 

secure manner with clear communication among parties 

(eliminating miscommunication), real-time tracking 

performance (it brings tremendous cost savings), and 

the model removes any possibility of manipulation, 

bias, and error during transactions. In short, the 

system preserves privacy for the devices with an 

efficient rewarding mechanism that can solve 

problems that commonly occur among parties. 

Transaction in the Ethereum smart contract is 

transparent to the core. This platform leverages this 

transparency as part of Ethereum security. In this 

sense, the Ethereum platform ensures that users 

cannot falsify data and transactions. Apart from 

transparency and privacy on the Ethereum platform, 

there is another startup based on the Ethereum 

called Enigma which is dedicated to building an 

Fig. 5. The comparison Amount of Gas Used
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off-chain computational setting for different sorts of 

data privacy for the users. Nevertheless, the terms of 

privacy in the private decentralized learning system, 

it is going beyond the concept that the system can 

protect the anonymity or the learning activity with 

the capability to do computations on encrypted data.

Concerns in implementing the Ethereum smart 

contract in a decentralized learning system as a 

whole are briefly shown in Fig. 6. Privacy issues are 

not  remarked  when  the  device  conducts  training

locally for the selected global model 




 , thus the 

data is kept confidential during training. However, 

when the device tenders the 
  to the synapsis server 

that consists of  ∆  with a cipher   to encrypt 

the information. The device exposes his information 

publicly through the 
  transaction in order to meet 

the requirements of the dynamic rules designed by 

the provider. With a moderate assumption, the adversary 

can find the different values   from the set of gradient 

Protocol & Implementation Techniques Used Info.

Confidential Transaction Pedersen Commitments [23]
*Provides strong confidentiality
*The hash-based commitment scheme

Zcash [24] zk-SNARKS
*Provides confidentiality for users 

*Obscure amount of a transaction

Ring Signatures [25]
*Ring confidential

*Group of members’ public key

*Preserves privacy for the sender
*No group manager
*Without an approval from members

RingCT

*Ring confidential transaction

*Outputs of previous transaction
*Members of RingCT

*Disguise the exact amount of a transaction 

*Ring confidential transaction of previous output of 
transactions

CryptoNote Protocol [26]
*Ring signature
*Stealth Address
*RingCT

*strong privacy for sender, recipient, and amount of 
a transaction

*Freely used without an approval of members
*Observer cannot tell the activities that occur

Stealth Addresses *Public key (pair)
*Privacy for the recipient
*One-time pair public key

*Diffie-Helman principle

Table 1. The Prominent Existing Protocols

Fig. 6. Inferring the Knowledge of the Devices’ Information
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values   for a particular round, so that he can conclude 

the information held by the targeted device.

The adversary also can make a connection between 

certain transactions through the address for each 

device, since the device uses the same public address 

for each transaction conducted in the decentralized 

learning. Additionally, the amount of cryptocurrency 

can be seen by every party in the Ethereum blockchain. 

With the combination of knowledge possessed by the 

adversary, he can associate the amount of cryptocurrency 

(Ether) received by the device with the estimated 

amount of data used in training. Moreover, every 

activity in this scheme can be tracked even though 

the information is encrypted with cryptographic 

algorithms. On this matter, by enforcing Ethereum smart 

contracts as an incentive platform in decentralized 

learning can break privacy, it is also linkable, and 

traceable publicly. This point is a concern if applied 

to a system with sensitive data.

5.2 Plausible Solutions

Privacy and transparency in Ethereum blockchain 

are the keys barrier when applying decentralized 

learning to a real business environment. The presented 

scheme satisfies the efficiency, accuracy, and clear 

communication, yet the privacy of users is not fully 

protected by system. Therefore, the decentralized 

learning scheme needs to be combined with several 

protocols in order to cover up the aforementioned 

issues. For instance, Pedersen Commitments can be 

adopted in the system to provide confidential 

transactions with the hash-based commitment scheme 

included within the protocol. Likewise, the Zcash 

protocol with zk-SNARKS techniques can be implemented 

within the decentralized learning to obscure the amount 

of transaction provided by the synapsis server.

To disguise the activities during training, Ring 

Signature protocol might be suitable since devices 

can submit a transaction by using the ring member 

signature. By doing so, the observer cannot distinguish 

the actual signer. Since the adversary can impose the 

devices' information through the amount of Ether 

sent by the provider, RingCT protocol is likely can 

resolve this issue. RingCT disguises the actual amount of 

Ether by combining it with prior outputs of Ether. 

Compact implementation of these protocols refers to 

the CryptoNote protocol that leverages Ring Signature, 

Stealth Address, and RingCT protocols as the core 

idea to preserve privacy. The summary is shown in 

Table 1.

6. Opportunities and Challenges

In this section, we present the opportunities and 

challenges in adopting decentralized learning with 

Ethereum smart contract as a platform for distributing 

rewards to the contributed devices. Overall, we 

emphasize the role of a centralized synapsis server 

to be replaced with the decentralized computing 

parties, thus the system can be fully decentralized. 

Therefore, the decentralized learning scheme needs 

to be combined with several protocols in order to 

cover up the aforementioned issues.

6.1 Opportunities

The presented decentralized learning scheme is 

still relying on the centralized synapsis server to 

calculate the gradient values which are derived from 

multiple clients. In this regard, the system is not 

entirely in a decentralized form. Centralized synapsis 

server becomes a concern since it is inseparable 

from a single point of failure (SPoF). Moreover, with 

an increasing number of activities in the decentralized 

learning scheme, it can burden the synapsis server in 

handling the task.

By looking at the blockchains' merits, the role of 

the synapsis server can be replaced by adopting a 

decentralized blockchain approach. The updated 

aggregation values can be calculated by more than 

one authorized validator incorporated in the blockchain 

network. The prominent consensus such as Practical 

Byzantine Fault Tolerance (PBFT) is suitable to be 

implemented. It can defend against system failures 

with or without symptoms in order to reach an 

agreement among the validators. Furthermore, blockchain 

can play a role in storing the record version of the 

models (off-chain), while the record of the transaction is 

stored in the on-chain. By doing so, the clients allow 

accessing the model that they desire. We put forward 

these points as the part concept of our future 

research. Eventually, the plausible solutions described in 

Section 5.2.
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6.2 Challenges

Decentralized learning with a commensurate incentive 

scheme faces several concerns in general, especially 

in a complicated communication scheme. The large 

number of parties involved, and the complexity of 

the communication system can be a challenge in 

implementing this scheme. The willingness of the 

end-users to provide their private data during 

training can be an obstacle as well. Even though the 

end-users are incentivized proportionately, and the 

system is secure by design, but the decentralized 

learning scheme is likely still suffer from privacy.

The attack in the collaborative learning scheme is 

under the assumption where the malicious clients or 

server has white-box access to the model updates. 

The adversary can actively bias the model to leak 

property by sending crafted updates. However, the 

performance of the adversary decreases as the 

number of clients in the system increases. In short, 

the system should be able to tackle these issues e.g. 

by adopting several protocols, anomaly detection, 

and so forth.

7. Conclusion

In this paper, we have presented the practical 

concerns in implementing Ethereum smart contracts 

as a rewarding platform in decentralized learning. 

Decentralized learning scheme combined with 

blockchain technology can enhance the privacy of 

the parties by design. However, the reward distribution by 

relying on the Ethereum smart contract breaks the 

privacy since the devices are frequently sending the 

training information to the model provider via a 

smart contract. Furthermore, the address of the 

parties is exposed publicly. The observer can link 

the transactions by sniffing the information sent and 

received by parties. This is a concern if the data is 

private and sensitive. Therefore, an in-depth analysis 

is needed to implement the presented scheme in the 

real world. In addition, various protocols such as 

ring signature, stealth address, and CryptoNote 

protocol can be a plausible solution to tackle the 

concerns. We consider this point as an indispensable 

element of our further research.
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